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Prediction and control of evaporation/condensation of cryogenic propellants is one of the key factors

limiting long-term space missions. Modeling propellant behavior and predicting phase change rates

require models that need to be calibrated with experimental data. However, no such data is available

on controlled phase change of cryogenic propellants. In this work, neutron imaging is employed as

a means to visualize the condensed propellant inside opaque metallic containers at temperatures as

low as 17 K. By controlling the temperature and pressure, a wide variety of phase change rates could

be obtained. An exponential attenuation model is used to accurately determine the liquid–wall in-

terface. Two methods of determining liquid volume as a function of time are described and compared.

The interface tracking method uses an adaptive threshold edge detection and fit to the Young–Laplace

equation while the optical density method calculates the liquid thickness for every pixel based on the

Beer–Lambert law with a beam hardening correction. The former method is applicable only in im-

ages that have a fully formed meniscus whereas the latter method can be used on all images despite

the shape/location of the liquid in the cell. Uncertainty in volume measurement with the optical

density method is 6% lower than with the interface tracking method, and the results are in excellent

agreement. In addition to volume, optical density method can be used to measure thickness of the

thin liquid film on the wall of the container. For steady states, the interface tracking method will

suffice but the optical density method is useful for high-accuracy volume measurements and thin

film analysis.
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1. INTRODUCTION

One of the key challenges in long-term space missions is the ability to store and predict evapora-
tion and condensation of cryogenic propellants. The most commonly used propellants are liquid
hydrogen and methane that must be stored at temperatures as low as 20 K and 110 K, respec-
tively, under atmospheric pressure, to prevent boil off. The propellants are extremely sensitive
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to temperature/pressure variations and undergo phase change, even in space, resulting in self
pressurization of tanks. Long-term storage and transfer ofpropellants are mission critical tech-
nologies at NASA (Council, 2012). Computational fluid dynamics (CFD) models have been used
to predict the pressure and behavior of the cryogens inside large tanks and it was found that a thin
(≈1 mm) liquid film exists between the vapor and the solid phase (Barsi et al., 2005; Panzarella
and Kassemi, 2003, 2005, 2009; Panzarella et al., 2004). Several bubble point pressure and va-
por breakthrough experiments conducted at NASA Glenn suggest that the understanding of local
thermodynamics is critical and much of the uncertainty was attributed to phase change (Hartwig
and McQuillen, 2011, 2012; Hartwig et al., 2013). The type ofphase change encountered here is
different from pool boiling and depends on several other factors in addition to temperature and
equilibrium vapor pressure. The curvature of the liquid meniscus near the contact line results in
an anisotropy in the liquid stresses including a pressure jump at the interface due to the surface
tension. The intermolecular forces between the solid phaseand the liquid become important in
this thin film and give rise to a net pressure drop (disjoiningpressure effect). As a result of these
factors, the evaporation is nonuniform and most of the evaporation occurs in the thin liquid film
called the contact line region. For wetting fluids, it has been shown that 60–90% of the evapo-
ration occurs in the contact line region (Fritz, 2012; Panchamgam et al., 2008; Plawsky et al.,
2008; Wee et al., 2006). Hence, the experimental effort to measure evaporation must focus on
visualization and accurate determination of the liquid–vapor interface, especially in the contact
line region.

Curvature and disjoining pressure effects have been incorporated in some phase change mod-
els (Ajaev, 2012; Plawsky et al., 2008; Preiss and Wayner, 1976; Wayner, 1991), but the results
involve fitting the model’s results to experimental data. Accurate modeling is still a challenge
due to the lack of reliable experimental data on controlled phase change of cryogenic propel-
lants (Alberts et al., 2015, 2016; Panzarella and Kassemi, 2009). Controlled experimental evap-
oration/condensation tests of cryogenic propellants are difficult to perform due to the fact that
conventional visualization techniques cannot be used to image liquids inside metallic containers.
Cryogenic propellants such as hydrogen and methane undergophase change at 20 K and 110 K,
respectively, at atmospheric pressures. During evaporation, the pressure builds up and a sophis-
ticated manifold with a control system is necessary to control both pressure and temperature
inside the metallic container. Further, flash evaporation of highly combustible propellants such
as hydrogen invoke safety issues that require extreme caution during experiment design.

In the present study, neutron imaging is used as a visualization technique to detect the con-
densed propellant inside cylindrical Al 6061 test cells. Propellant vapor is introduced at a preset
pressure into a cryostat cooled by liquid helium and liquid nitrogen. Condensation is achieved
in the test cell by dropping the cryostat temperature lower than the saturation temperature and
subsequent evaporation is achieved by raising the cryostattemperature above the saturation tem-
perature. These tests were conducted at the BT-2 neutron imaging facility at the National Institute
of Standards and Technology (NIST) at Gaithersburg, MD. This article details the visualization
technique employed to capture the liquid–vapor interface and image analysis to obtain the phase
change rates.

1.1 Neutron Imaging

Using neutrons for imaging can be dated back to the 1940’s (Hartmut and Ernst, 1940) but it
was during the advances in digital photography and image processing that it became popular
as a reliable tool for nondestructive testing (Körner, 2000). Although the resolution obtained
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from neutron imaging is currently limited to about 10µm, the capability to easily record and
manipulate image data for 3D tomography studies spurred thedevelopment of digital neutron
imaging. Brenizer (2013) provides an extensive review of neutron imaging from its conception
to the present day. Neutrons have no charge and interact withmatter through the strong nuclear
force, and as a result have good penetrating power through most metals. Neutrons do not de-
posit appreciable energy into a sample (if the entire beam was absorbed, the energy is of order
µW/cm2). Neutron imaging is a radiographic technique similar to X-rays, which makes use of
the differences in attenuation characteristics of different elements (Von der Hardt and Röttger,
2012). Neutron interaction with matter can be broadly classified in 3 ways: (1) scattering due to
interaction with the sample atoms, (2) absorption by the nucleus, and (3) transmission through
the interstitial spaces between the atoms. Neutron scattering and absorption are characterized by
cross sections (σ). The cross section is a probability expressed in units of area that denotes the
likelihood of the neutron interaction with the medium of interest (Fig. 1). Cross sections can be
defined for both absorption (σa) and scattering (σs). The intensity of transmitted neutrons obeys
the Beer–Lambert law of exponential attenuation:

I = I0e
−µd. (1)

In Eq. (1),I0 is the intensity of the incident beam,µ is the macroscopic cross section (also
known as attenuation coefficient) given byµ = nσ, σ = σa + σs, n is the number density
given byn = (ρA)/M , ρ is the density of medium,A is the Avogadro number,M is the molar
mass, andd is the thickness of the medium. Thermal neutrons are almost transparent to many
metals but are strongly attenuated by light atoms such as hydrogen, lithium, and boron. Table 1
compares the scattering lengths and attenuation coefficients of hydrogen, aluminum, iron, and
carbon. All hydrogenated compounds such as methane also exhibit strong neutron attenuation.
It is this difference in attenuation coefficients that allows for the visualization of the liquid pro-
pellant meniscus through an aluminum cylinder. Neutron imaging allows not only for qualitative
measurements but also quantitative measurements of the meniscus shape. Neutron imaging has
successfully been used in a variety of liquid detection applications such fluid transport in porous
media (Dewanckele et al., 2014; Kang et al., 2013; Perfect etal., 2014), fuel cells (Bazylak,
2009; Kramer et al., 2005; Satija et al., 2004), and heat pipes (Cimbala et al., 2004; Kihm et al.,
2013; Wilson et al., 2008). To the authors’ best knowledge, these are the first known neutron
images of cryogenic propellant phase change.

Incident neutron beam (Io)

Scattering (1s)

Absorption (1a)

Transmission (I)

d

(a)

Incident neutrons

H

Absorption cross section (1a)

Scattering cross section (1s)

(b)

FIG. 1: Neutron interaction with matter and cross sections. (a) Neutron interaction with matter, (b) absorp-
tion and scattering cross sections
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TABLE 1: Neutron cross sections and attenuation coefficients for 20 meV
neutrons (second column values based on Chadwick et al., 2006)

Species σ (b) Density (g/cm3) µ (cm−1)
Hydrogen (liquid) 33.75 0.0707 1.437
Hydrogen (vapor) 33.75 0.0013 0.026

Aluminum 1.34 2.7 0.083
Carbon 5.02 2.25 0.566

The objective of the current study is to establish a method toaccurately determine the phase
change (evaporation/condensation) rates by measuring theliquid propellant volume in every im-
age. Two different methods are employed to measure volume: (1) interface tracking method
and (2) optical density method. The interface tracking method involves using traditional image
processing concepts such as spatial filtering and edge detection. The shape of the liquid vapor
interface is determined, and the interface is tracked as a function of time to calculate the liq-
uid volume. The optical density method uses the beam hardness corrected Beer–Lambert law
[Eq. (1)] to transform every pixel’s gray value into a liquidthickness from which the volume is
computed.

2. EXPERIMENT

2.1 Test Setup

A 70 mm cryostat was used to cool and eventually condense the propellant vapor introduced into
the test cell. The cryostat consists of annular rings filled with cryogens with the test cell at the
center in a space called the “sample well.” The cryostat is cooled by an outer jacket of liquid
nitrogen that is constantly boiling at atmospheric pressure maintaining a constant temperature of
77 K. An inner jacket is filled with liquid helium that also undergoes phase change by throttling.
The vaporization of liquid helium cools a copper heater block that in turn cools the cryostat’s
sample well. The vaporized helium then rises up the innermost annulus cooling the entire inner
wall of the cryostat. The helium vapor is then either removedby a vacuum pump or vented to
the ambient atmosphere depending on the cooling rate needed. The throttle valve and a helium
exhaust valve serve as a means of controlling the vapor pressure and hence the cooling power of
the cryostat. The cryostat is being cooled constantly as long as the cryogens are replenished. The
copper heat exchanger has a temperature sensor and an electric heater embedded in it. Steady
state operation is obtained by matching the electric heaterpower to the cooling power from the
cryogens.

The test cell is mounted to a long hollow stainless steel sample stick by use of a custom
fabricated SS 316 lid and inserted into the cryostat’s sample well (Fig. 2). The lid has a 1/8′′

male VCR fitting brazed to its side to allow for connection to avapor feed line. An internal
groove then transfers the vapor from the feed line to throughthe lid and into the test cell. The
lid is connected to the test cell by use of 6 Al 4-40 screws and an indium O-ring. The entire
setup and all fittings were helium leak checked prior to testing. The instrumented sample stick
is inserted into the cryostat while the sample well is being flooded with helium vapor about 135
kPa. Helium flooding of the sample well is essential to prevent the introduction of ambient air
along with the sample stick. Once the stick is inserted, it issecured with an O-ring seal and the
sample well is pumped down to a pressure of 10−3 Pa to remove any traces of of other gases
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FIG. 2: Test setup showing the instrumented test cell attached to the end of a long SS sample stick which in-
serted into the sample well of the 70 mm “orange cryostat.” (a) 70 mm cryostat, (b) sample stick, (c) 10 mm
Al 6061 test cell

that might be present. Helium vapor is reintroduced into thesample at 135 kPa and the process
is repeated at least 3 times. After the final evacuation, a small amount of helium is added to act
as a heat exchange gas between the sample well and the copper heat exchanger/cryostat inner
wall. The amount of helium added determines the transient thermal response between the heat
exchanger and the test cell. During the time of the experiments, the final helium pressure in the
sample well could not be measured. Numerical simulations are being conducted by the authors
to characterize the thermal response and will be published in a future article. The stick contains
several radiation baffles to prevent heat leaks by radiationfrom the top flange.

Three Lakeshore silicon diode DT-670 (S2–S4) sensors are mounted on the outside of the
test cell by use of Kapton tape and were secured in place by useof custom made stainless steel
springs. A fourth sensor (S1) is suspended in the helium exchange gas close to the test cell
(Fig. 2). The DT-670 sensors were connected to a Lakeshore model 340 temperature controller
for data logging. The corresponding calibration curves forDT-670 sensors are built into the tem-
perature controller. The temperature of the copper heat exchanger (NTC RTD X45720 sensor
embedded in the heater housing) of the cryostat and the sticktemperature (Si410B sensor em-
bedded into the bottom of the stick) is logged by a Lakeshore model 331. Auto PID closed loop
control is set up for the cryostat’s copper block temperature. All tests were conducted at a 5 W
maximum setting. The uncertainty in the DT-670 temperaturemeasurements is±0.25 K. The
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uncertainty in the cryostat heat exchanger temperature is±0.1 K. The pressures are logged by
two independent pressure transducers. One transducer (Mensor CPG 2500) was connected to
the feed line and the other transducer (Mensor DPG 15000) wasconnected to the manifold. The
uncertainty in the pressure measurements was 0.2% at 100 kPa, increasing to 1% at 25 kPa. The
computer used for data logging was a Windows XP SP3 machine running Intel Xenon X5550
@ 2.67 GHz, 4 GB RAM and 2TB hard drive. The Lakeshore controllers and pressure trans-
ducers are connected to the logging computer via serial ports and data is logged every second.
Additional details on the experimental setup can be found atBellur et al. (2016b).

2.2 Imaging Setup

The sample stick-test cell assembly after being inserted into the cryostat is placed in the col-
limated neutron beam such that the center of the beam passes through the center of the test
cell. A scintillator (screen that captures neutrons and emits photons along with gamma radia-
tion) is placed downstream to detect neutron transmission (Fig. 2). The scintillator used was a
7.6 mg/cm2 Gadoxysulfide screen that had a thickness of 20µm. The visible (green) light emit-
ted by the scintillator is captured by an Andor NEO sCMOS (scientific Complementary Metal
Oxide Semiconductor) camera with a pixel pitch of 6.5µm with variable exposure time. An
85 mm Nikon lens with a PK 13 extension tube was used to focus the scintillator light onto the
camera. The experiments were conducted at the Neutron Imaging Facility (NIF) NIST Center
for Neutron Research (NCNR) in the BT-2 thermal beam line. Details on the NIF facility and
the beamline layout can be found in Hussey et al. (2005, 2010).

The generation of the neutron beam is an inherently random process, so that the statistics of
the image formed by the neutron beam are well described by a Poisson distribution. The standard
deviation of this distribution reduces with exposure time at the expense of temporal resolution
(Kramer et al., 2005). An exposure time of 10 s was found to be an appropriate compromise for
the phase change rates being tested and the liquid interfacemoves by no more than 15 pixels in
two consecutive images. The image formation process is welldescribed by pinhole optics and
geometric blur arises as a result. Further, the detector resolution can limit the spatial resolution.
The image can be enhanced by deconvolution with an estimatedpoint spread function (PSF)
determined from a sharp edge on the image as described by Hussey et al. (2010). The estimated
PSF and the results of deconvolution is discussed in a later section.

During the experiment, images are captured while saturatedvapor at a constant pressure is
introduced into the test cell and the cryostat temperature is lowered to achieve condensation of
the propellant. When sufficient condensation is obtained, the cryostat temperature is then in-
creased above the saturation condition to achieve evaporation. The imaging is stopped when all
the liquid has evaporated. During every test, images were captured with the neutron beam turned
off, in order to characterize the background radiation fromthe reactor. The attenuation coeffi-
cient of hydrogen is almost 56 times greater than that of aluminum. Hence the neutrons easily
pass through the aluminum container but are then blocked by the hydrogen. The high neutron
cross section of the liquid propellant in comparison to boththe containment vessel material and
propellant vapor allows for the visualization of the liquid.

3. IMAGE PREPROCESSING

The images obtained from the camera are stored as single precision 32 bit FITS images with an
imaging array size of 2160× 2560 pixels. The pixel gray values represent neutron transmission
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intensities as observed from the scintillator light. Figure 3 shows a condensation/evaporation
test from January 2015. The hydrogen vapor was set at a constant pressure of 120.6 kPa corre-
sponding to a saturation temperature of 21 K. Temperature ofthe cryostat was lowered to 19 K
for condensation and increased to 23 K for evaporation. The dark region of the captured images
represents low neutron transmission (liquid propellant) while the bright regions represent high
neutron transmission (metals and propellant vapor).

Prior to using any method to determine the liquid volume, several parameters such as the
location of the liquid–wall interface, pixel pitch and inherent rotation of the image must be
determined and accounted in the forthcoming analysis. These preprocessing routines are com-
mon between both volume determination methods: interface tracking method and optical density
method.

3.1 Liquid–Wall Interface

Accurate determination of the liquid–wall interface location is vital for the curvature fitting
with the interface tracking method and volume measurementswith both methods. Assuming the
outer wall of the cryostat and helium vapor does not significantly affect the neutron intensities,
the attenuation due to thickness of liquid, and the test cellwall can be modeled using the Beer–
Lambert’s law [Eq. (1)]. The pixel intensities of the wall region are first fitted with an exponential
model [Eq. (1)]. The results of this fit are then applied to theliquid region where the neutrons
travel through both the test cell wall and the liquid. This isdone using a two term exponential
model where one term represents the test wall thickness and the other term represents the liquid
thickness. The point of intersection of the liquid and the wall fits are evaluated as shown in
Fig. 4(a). The plot represents exponential fits to the pixel intensities shown by the red line and
arrow in Fig. 4(b).

(a) (b) (c) (d)

(e) (f) (g) (h)

FIG. 3: Time lapse images of liquid hydrogen phase change in the 10 mmAl 6061 test cell. (a) 11 s,
(b) 997 s, (c) 1218 s, (d) 1438 s, (e) 2654 s, (f) 3316 s, (g) 3867s, (h) 4475 s
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FIG. 4: Determination of (a) rotation and (b) liquid–wall interface and pixel pitch using pixel intensities
shown by the red (top) line and arrow. The image represents liquid hydrogen at 21 K in the 10 mm Al 6061
test cell
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3.2 Pixel Pitch

A correlation between the actual physical dimension and thepixel size is essential for any data
analysis. Since the sample geometry was accurately machined and measured, it was used to
calculate the effective pixel pitch. This is done by counting the number of pixels that make up
the diameter of the test cell and scaling the obtained numberby the measured diameter of the test
cell. This was done for 10 images and at 5 different locationschosen at random on the test cell
and then averaged. The effective pixel pitch was found to be 14.4µm per pixel for the January
2015 tests and 16.5µm per pixel for the September 2016 tests. Figure 4(b) shows the pixel pitch
for the January 2015 setup.

3.3 Image Rotation

In order for the interface tracking and the curvature determination to be accurate, the images
containing the test cell and liquid meniscus must be as vertical as possible. An error of 0.5° in
rotation results in an increase of the corresponding volumemeasurement by up to 2% and the
measured contact angle by up to 5°. The rotation was determined by analyzing images that have
cryogens filled almost to the top of the vessel. The relative distance between the wall coordinates
determined by analyzing points of the highest gradient was logged and measured for a sample of
images. A correlation between the relative drift in the x coordinate (δx), at variousδy distances
was obtained. The slope of the linear fit ofδx vs. δy is the tangent of the rotation angle. The
rotation angle determined from image preprocessing is about 0.12° for the January 2015 tests
and 0.41° for the September 2016 tests.

3.4 Deconvolution

Assuming the test cell is perfectly aligned in the beam, the inner bottom center edge of the test
cell was analyzed to determine the imaged width of the assumed sharp edge. This spread of pixel
intensities was fitted to a Gaussian distribution and it was found that the standard deviation was
about 3.5 pixels. Hence a symmetric Gaussian PSF with a standard deviation of 3.5 was used to
deconvolve the images with 3 iterations of the Richardson–Lucy algorithm in MATLAB.

4. IMAGE ANALYSIS

4.1 Interface Tracking Method

The interface tracking method is an extension of the curvature measurement technique that in-
volves an adaptive threshold edge detection and is validated by a fit to the theoretical Young–
Laplace curve. Determining the liquid–vapor interface shape and tracking the interface in every
image involves considerable spatial filtering in addition to the deconvolution to account for in-
herent noise in the neutron images. Although the image is a 32bit image, it was determined that
the pixel gray levels of importance are between 100 and 340. The original neutron images, how-
ever, contain several spots of intensities (gray levels) well above 20,000 due to intrinsic noise in
the camera or deposition of energy into the sensor from gammarays. These intensities are essen-
tially background noise and can be removed by using a spatialmedian filter. The pixel intensity
histogram (Fig. 5) shows 3 peaks at about 160, 240, and 260 corresponding to liquid hydrogen,
aluminum wall, and hydrogen vapor. In order to avoid unnecessary blurring of the image instead
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FIG. 5: Histogram of pixel intensities for a typical liquid hydrogen in Al 6061 neutron image

of using a spatial median filter, intensities above 340 are set to 340, and all intensities were
subtracted by 100 to remove the initial offset.

Upon initial investigation it was observed that the curvature of the liquid–vapor interface
does not change considerably with evaporation or condensation even though the contact line is
moving. This is due to the slow phase change rates in the experiment in conjunction with the
spatial resolution limits of the imaging setup. Any curvature change with contact line motion
would require spatial resolution less than 5µm. Hence, the signal to noise ratio in the captured
images could be enhanced by image stacking. This is done by tracking the lower apex of the
meniscus and cropping out the liquid–vapor interface in every image. The cropped images are
then aligned, stacked, and averaged to remove gamma noise. Salt noise was removed by using a
5 × 5 median filter prior to stacking. The final image obtained (Fig. 6) has high signal to noise
ratio so that edge detection and a Laplace fit can be performed.

The liquid–vapor interface has a three dimensional curvature with contribution from both the
in plane and the through plane components. Hence, a 1D edge detection does not suffice. The
liquid–vapor interface region looks smeared because the image is essentially a shadow graph and
the intensity reduces exponentially with film thickness andeventually becomes smaller than the
resolution of the detector system. The pixel intensities change in both directions of the obtained
2D image. Variation in the vertical direction is due to reducing film thickness and intensity
changes in the horizontal direction are due to the cylindrical geometry of the sample. In such a
case, if a constant limiting intensity threshold is used, itwould result in an erroneous meniscus
shape. In order to overcome these challenges, a unique curvature determination is employed
using an adaptive threshold. The preprocessed parameters along with the stacked images are used
in a preliminary 1D vertical scan to obtain the first guess of the liquid–vapor interface. Based on
the initial scan, the 2D meniscus is divided into 3 zones for processing: (1) a central zone where
the curvature variation is small owing to the flat interface in the center, (2) an intermediate zone,
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FIG. 6: Stacked image showing the three zones of analysis, horizontal and vertical intensities along the
centerline

where the 2D curvature changes significantly, and (3) a corner zone where the curvature variation
drops again, and the film thickness is lower than≈2 mm. The image is sliced vertically and the
three zones are analyzed separately (Fig. 6).

All the pixels in the central zone are processed through a vertical 1D median filter of size
10 and a vertical 1D sgolay filter of size 10 in MATLAB and then averaged to remove any
remaining neutron noise. A 1D vertical scan is made along every pixel column to find the first
pixel location whose intensity is equal to the average intensity of the liquid region pixels in
the same column. Hence, the limiting intensity constantly changes and results in an adaptive
threshold. This adaptive threshold method accounts for thehorizontal intensity smear as one
gets closer to the wall. A quadratic curve fit to this edge provides a more accurate representation
of the meniscus in the central zone. The ends of the quadraticfit serve as initial parameters
for the intermediate zone left of the central zone. A diagonal edge detection is performed by
scanning in both the x and y coordinates to find pixel positions that have intensities equal to
the average intensity of all the liquid region pixels in the particular column directly underneath
the current x range. Hence a modified adaptive threshold method is used in the intermediate
zone to account for both the vertical and horizontal intensity distribution. The end point of the
intermediate zone serves as an initial point for the left corner zone. The corner zone is analyzed
using a 1D horizontal scan and the adaptive threshold method. The process is repeated for the
right intermediate and the right corner zones. The resulting pixel location and intensities are
extracted and a cubic spline fit is performed to ensure continuity between the zones. The final
edge detected interface is shown in Fig. 7.

The obtained edge detected interface is scaled and curve fitted to a theoretical Young–
Laplace curve for validation. The Young–Laplace equation for an axisymmetric cylinder in
cylindrical cordinates is given by the following equation (Concus, 1968):

df(ψ)

dψ
=

sinψ

Bof − (sinψ)/r + λ
,

dr(ψ)

dψ
=

cosψ

Bof − (sinψ)/r + λ
, (0 < ψ <

π

2
−θ). (2)

Additional conditions at the ends are given byf(ψ) = r(ψ) = 0 atψ = 0 andr(ψ) = 1
atψ = π/2 − θ. The apex is taken as the origin of the coordinate system. Thequantityf(r)
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FIG. 7: Edge detected and Young–Laplace curves of liquid hydrogen in the 10 mm Al cell at 19.9 K

is the dimensionless height of the interface at a dimensionless distancer from the apex,λ is
twice the curvature of the interface at the origin, Bo is the Bond number,θ is the contact angle,
andψ = tan−1(df/dr). The equation is solved numerically usingode113 (a variable order
Adams–Bashforth–Moulton predictor–corrector solver in MATLAB). The equation is evaluated
for a variable curvature at the origin and a least squares fit is performed. Once the appropriate
Laplace curve is found for the interface, the contact angle is the value of the first derivative off
at r = 1. Figure 7 shows the edge detected curve in comparison with the fitted Young–Laplace
curve. The analysis presented here suggests a contact angleof 0–4° for hydrogen in contact
with aluminum oxide. A description of the possible existence of a contact angle and the errors
involved with measurement is discussed in Bellur et al. (2016a,b) and Konduru et al. (2016).

Within the limits of the imaging resolution, the curvature of the liquid vapor interface does
not change during phase change. Hence the shape of the interface from the Laplace fit and the
height of the meniscus apex from the inner bottom of the test cell are the only two parameters
needed for accurate volume determination. All neutron images from a test run are processed
through a [5× 5] median filter and a [5× 5] sgolay filter in MATLAB to remove stray neutron
noise. Once a full meniscus is formed after condensation, the central scan described above is
repeated on the entire image. The minimum of the quadratic fitprovides the apex location needed
for the volume determination. An axisymmetric 2D shape is constructed with the Laplace fit
displaced by the apex height obtained for each image. The area and centroid of this 2D shape
is determined using the trapezoidal rule and the volume is determined using Pappu’s second
centroid theorem. The process is repeated for each image andthe volume at every timestamp is
logged.

4.2 Optical Density Method

The optical density method converts every pixel intensity (gray value) into a liquid thickness and
thus relies on the intensity resolution. Every image with liquid is normalized with a dry image
of the test cell (prior to condensation), the background image is removed and an attenuation
coefficient for the liquid is measured. The coefficient is then used to transform the pixel intensi-
ties of the normalized image to a liquid transmission thickness using a modified Beer–Lambert
equation. The liquid transmission thickness of the entire image is summed and multiplied with
the pixel pitch to obtain the total volume.

In the images of the test cell just prior to condensation and just after evaporation, there is no
visible liquid in the test cell but vapor at a set pressure is present. The attenuation from propellant
vapor is not sufficient for visualization. These images are median combined to form a “reference”
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image so that the only difference between the reference image and the test image is presence of
the liquid propellant. Images with the neutron beam turned off were used to characterize the
background radiation from the reactor. These images are median combined as well to form a
“background” image.

As in the interface tracking method, further denoising routines are needed in addition to the
deconvolution to remove the gamma noise. In this method, onemust preserve most of the original
pixel intensities and not intentionally blur the image withspatial filters to obtain a true volume
from the original pixel intensities. Gamma noise or hot spots are randomly formed on every
image and a temporal running median filter with a window of 3 images is used to remove them.
Since the interface moves by less then 15 pixels in every test, a window of 3 images ensured
that the temporal resolution is not severely affected. The filter is constructed such that the pixel
intensities of a previous image, current image and next image is compared and a median value
is chosen as the pixel intensity of the current image. This process is repeated for every pixel of
every image of the test. The resulting images are mostly freeof gamma noise and erratic jumps
in intensity while preserving both spatial and temporal detail.

The processed neutron images from the phase change test (ITEST ) are converted into an
optical density image (IOD) by removing the background (IB), normalizing resulting image with
the reference image (IREF ). A logarithmic transform of the resulting normalization is the optical
density image [Eq. (3)]. A sample optical density image of condensing hydrogen (temperature =
19 K , pressure = 120.6 kPa) in a 10 mm Al 6061 cell during the January 2015 tests is shown in
Fig. 8:

IOD = − log

(

ITEST − IB
IREF − IB

)

. (3)

In order to account for the polychromatic neutron beam at theNIST BT-2 facility, a beam
hardening correction must be applied to the exponential attenuation law to convert the optical
density image into a liquid transmission thickness image

OD = µd + βd2. (4)

The coefficients to Eq. (4),µ andβ are calculated from the sample optical density image by
considering the horizontal line profile of optical density values along the condensed liquid (solid
green line in Fig. 9). Assuming the test cell to be a perfect cylinder, the geometric thickness
of the liquid (neutron transmission distance) can be calculated. The measured optical density is
then fitted to the liquid thickness using the beam hardening model [Eq. (4)] to obtain the atten-
uation coefficientµ and beam hardening correction factorβ for the particular test run. Figure
9 shows a line profile of optical densities along with the the geometric liquid thickness and the
results of a beam hardening fit. Figure 10 shows the almost linear variation of optical density
with liquid thickness with a slight second-order beam hardening correction. At low liquid thick-
ness (<0.2 mm) the fit is bad due to the spatial resolution of neutron imaging combined with the
quadratic nature of the film geometric film thickness. The quantitiesµ andβ are weak functions
of density and since pressure changes by less than 5 kPa during the course of an condensa-
tion/condensation test, the coefficients are assumed to remain constant and are only calculated
once per test run. The attenuation coefficient calculated from optical density images for liquid
hydrogen at 120 kPa is 1.431 which compares very well with thetheoretically calculated coeffi-
cient of 1.437 (Table 1).

The calculated coefficients (µ andβ) are then used to estimate a liquid transmission thickness
value from every optical density pixel value using Eq. (4). The volume of liquid at each pixel is

Volume 23, Issues 1-2, 2016



150 Bellur et al.

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

FIG. 8: Sample optical density image of condensed liquid hydrogen in the 10 mm Al 6061 cell from the
January 2015 test

calculated based on each pixel’s liquid transmission thickness and the pixel pitch. The volume of
liquid in the entire image is summed based on the individual volumes represented by each pixel.
Phase change rate can then be computed based on the liquid value from every image.

5. RESULTS AND DISCUSSION

Two different methods of measuring the volume of condensed liquid are discussed in the previ-
ous section. While the optical density method is robust to calculate volume from all images, the
interface tracking method needs a fully formed meniscus forits use. Further, it was noticed in
the September 2015 images with methane that condensation isseen on the top corner of the lid.
The interface tracking method cannot compute the volume of this corner section and thus is only
applicable when a single fully formed meniscus is seen. Condensation on the top corner was not
captured in the January experiments due to the field of view ofthe imaging setup. The Young–
Laplace fits in the interface tracking method suggests the possible existence of a finite contact
angle. However, the optical density method shows that thereexists a thin film of propellant on
the walls of the test cell at all times. Figure 11(a) shows a sample image from the September
2015 test with condensed methane at 117.2 kPa and 110 K and Fig. 11(b) shows the line profile
corresponding to the dashed red line. Condensation on the top corner is clearly observed and the
line profile shows two clear peaks near the wall and an offset in optical density at the center of
the cell. Both these features indicate a thin liquid film on the wall. The average thickness of the
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FIG. 9: Line profile of optical density along the liquid along with geometric liquid thickness (solid green
line in Fig. 8)
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FIG. 10: Beam hardening fit to calculate attenuation coefficient

film in Fig. 11 is estimated to be 15µm. It is the authors’ hypothesis that the film thickness is a
function of the condensation/evaporation rate and this will be explored in a future publication.

The temporal resolution of the measured volume is estimatedto be±15.1 mm3 due to the
image exposure time of 10 s. This estimate is based on the maximum movement of the liquid
meniscus (≈15 pixels) in consecutive images during the experiment. This temporal uncertainty
applies to liquid volume determined by both methods described. Volume determination from
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FIG. 11: Sample optical density image of condensed methane at 110 K and 117.2 kPa, from the September
2015 test (a) and the corresponding line profile scan along the dashed red line. (a) Sample optical density
image, (b) line profile scan
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the interface tracking method has additional uncertainty from edge detection, estimated to be
a maximum of±5.7 mm3 due to a±5 pixel error in interface detection. The errors add in
quadrature and total uncertainty in the interface trackingvolume measurement is±16.14 mm3.

An additional uncertainty in the optical density method is based on neutron counting statistics
in addition to the temporal uncertainty. Neutron transportto the imaging detector is a random
process and the number of neutrons at a given time in a detector pixel is described by a Poisson
distribution (Hussey et al., 2010). Ignoring the beam hardening correction and the uncertainty in
the linear attenuation coefficient, the error in liquid volume from optical density can be estimated
by the following equation:

δv =
1
µ

√

2N
IoATη

, (5)

whereN is the number of pixels used to calculate the volume,Io = 5 × 106 cm−2s−1, the
incident fluence rate,A is the area of each pixel,T is the exposure time, andη is the detection
efficiency (0.8 for the GadOX screen used). The random error in the volume measurement with
optical density method calculated from Eq. (5) is±0.56 mm3 and the total uncertainty is±15.11
mm3. Uncertainty in the volume measured from the edge detectionmethod is about 6% greater
than the volume uncertainty in the optical density method.

Figure 12 shows the results from one such test with hydrogen at saturated at 21 K in a 10 mm
Al 6061 cell. The result corresponds to time lapse images in Fig. 3. Volume of liquid in the test
cell based on neutron images is computed using both the interface tracking method and the
optical density method and the agreement is very good.

6. SUMMARY

A new experimental technique to observe the liquid–vapor interface during phase change of
cryogenic propellants is presented. Using the 70 mm orange cryostat and the BT-2 Neutron
imaging facility at NIST, Gaithersburg, controlled phase change tests of liquid propellants were
conducted and images of the liquid inside the opaque metallic containers were obtained through
neutron transmission imaging. A new technique to accurately identify the liquid–wall interface
has been determined using a simple exponential attenuationlaw. Two methods to determine
condensed liquid volume are discussed and results are compared. The interface tracking method
uses edge detection on a stacked image to compute the liquid vapor curvature and eventually
measure the volume. The optical density method transforms every pixel gray value into liquid
thickness and computes volume. Despite the fact that interface tracking method makes an as-
sumption that the interface curvature is constant during a test, the measured volume agrees very
well with the optical density measurement of volume. The volume measurement error with the
interface tracking method is±16.14 mm3 while the volume measurement with the optical den-
sity method is±15.11 mm3, about 6% lower. The interface tracking method cannot be used
unless a full meniscus is formed while the optical density method can work on any image. Fur-
ther, the optical density technique can detect thin liquid films on the cell wall while the interface
tracking method cannot. Hence, for an estimation of phase change rates from simple steady
evaporation/condensation processes, an interface tracking method is shown to suffice but for
high accuracy volume measurements and thin film analysis theoptical density method should be
preferred.
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