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 Cryo-neutron experiments of steady liquid-vapor phase change with hydrogen and methane is 

described. 

 Optical proof of perfect wetting in liquid hydrogen and methane. 

 Film thickness varies with phase change rate. 

 Phase change rates are a function of the size of the container and the degree of offset from 

saturation. 

 Evaporation rate scales with number of contact lines while condensation rate scales with surface 

area. 
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Abstract

Predicting evaporation and cryo-storage behavior of liquid hydrogen poses a

challenge for both terrestrial energy infrastructure and long term space mis-

sions. The current understanding of cryogenic phase change and subsequent

boil-off is limited, in part, because the values of accommodation coefficients

(inputs to phase change models) are still lacking and experimental data to

compute them are severely limited. In order to determine the accommoda-

tion coefficients, a new cryo/neutron imaging experiment was developed. Tests

were conducted in the BT-2 Neutron Imaging Facility at the National Insti-

tute of Standards and Technology (NIST) by introducing propellant vapor into

cylindrical aluminum (Al 6061) and stainless steel (SS 316) cells placed inside

a 70 mm cryostat. Saturation points between 80 kPa - 230 kPa were tested

for liquid H2 and CH4. Phase change was induced through precise control of

pressure and/or temperature. Neutron imaging was used to visualize the liquid

and evaporation/condensation rates were determined through image process-

ing. Both hydrogen and methane are perfectly wetting fluids as evidenced by

the formation of micro-scale thin film at the onset of condensation and varies in

thickness with rate of phase change. The rates of phase change are a function
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of both the size of the container and the degree of offset from saturation. The

unique experimental data, made available through a data repository, have the

potential to serve as a bench mark for future studies or serve as a dataset for

model validation.

Keywords: cryogenic, propellant, condensation, evaporation, thin film, liquid

hydrogen, liquid methane

1. Introduction

Given the current state of the world’s energy crisis, there is an immediate

need for alternative energy sources. Hydrogen is one of the most promising

energy carriers. However, there are many technical challenges that remain to

be addressed before a hydrogen based energy economy can become viable. Of5

these, storage and transport of hydrogen remain the most critical [1]. Due to

the increased energy density, transport and storage of hydrogen in liquid form

is usually favorable. However, liquid hydrogen boils at 21 K under standard

atmospheric conditions. Even with multi-layer insulation, liquid-vapor phase

change in large cryogenic tanks can lead to significant pressure rise and poses10

serious constraints to long term storage, transport and stability of the liquid to

changes in pressure and temperature. Average daily boil-off up to 2.2% have

been reported [2]. Achieving innovations in storage and transport relies on an

improved fundamental understanding of cryogen evaporation.

Liquid-vapor phase change in cryogenic propellants are also of vital concern15

in long term space missions where zero boil-off is desired [3, 4]. CFD models

for long term storage and stability of cryogenic propellants are still limited

due to the inability to accurately model rate of phase change at liquid-vapor

interfaces and capture interfacial thermodynamics [5–7]. These models require

accommodation coefficients as inputs and such data is not available. This has20

reduced the coefficient into a fitting parameter to achieve numerical stability

[8].

Ground-based cryogenic experiments with liquid hydrogen have been con-
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ducted for over 50 years [9]. These are usually unsteady experiments with

complex multi-phase, multi-scale, multi-physics interactions (such as spills [10],25

sprays [11] and self pressurization [12, 13]) that are a challenge to model even for

non-cryogenic liquids. These types of tests do not readily allow for measurement

of phase change rates or enable the determination of empirical accommodation

coefficients. A critical limitation is that conventional visualization techniques

cannot be used to image liquids inside metallic containers. To directly address30

this need, the authors designed and conducted a series of cryogenic propellant

liquid-vapor phase change experiments. Evaporation/condensation experiments

with hydrogen and methane were conducted at the National Institute of Stan-

dards and Technology (NIST) in Gaithersburg, MD at the NIST Center for

Neutron Research (NCNR). Tests were conducted in cylindrical and conical35

containers of various sizes and two different materials. Neutron imaging was

used as a non-destructive visualization tool to capture the location, volume

and shape of the liquid meniscus inside opaque metallic containers. To the

authors’ best knowledge, these were the first known neutron images of con-

trolled cryogenic propellant phase change. A prior publication [14] described40

the motivation behind the tests, relevance to NASA and archived the first ever

published neutron images of liquid hydrogen meant as a proof-of-concept. A

follow-on manuscript [15] described the neutron imaging setup and associated

image processing. These publications briefly described only specific aspects of

the experimental setup. A self-contained discourse on the entire experimental45

setup, procedure and a repository of evaporation/condensation results is still

lacking. After the publication of the earlier papers, experiments with methane

have been analyzed in addition to hydrogen. The raw data collected has been

processed, analyzed and reduced to enable a complete discussion. In this pub-

lication, we detail the entire experimental method, setup, analysis and discuss50

lessons learned throughout the process to aid in repeatability. The first-of-its-

kind experimental data is made available through a data repository [16].
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1.1. Neutron Imaging

Neutron imaging is a non-destructive radiographic technique similar to X-ray

imaging. Both techniques use attenuation characteristics of different elements55

to enable visualization. The reader is directed elsewhere for an extensive re-

view [17, 18] and only a brief introduction to neutron imaging is provided here.

When neutrons are incident on a sample, the incident beam could be scattered,

absorbed or transmitted. In the case of hydrogen, the scattering crossection

is two orders of magnitude greater than absorption [19]. The intensity of the60

transmitted beam (I) reduces exponentially with sample thickness (d) as given

by the Beer-Lambert law:

I = I0e
−µd (1)

where, I0 is the intensity of the incident beam and µ is the attenuation coefficient

(dependent on the species of interest and its concentration). The attenuation

coefficient for different elements varies with the type of incident radiation and65

the frequency. X-rays interact strongly with the electron cloud and in general

are transparent to light elements but are strongly attenuated by larger ele-

ments, such as metals. Neutrons, in contrast, have no charge and hence interact

primarily through strong nuclear forces. This enables neutrons to have good

penetrating power through heavier elements with large electron clouds (such as70

most metals) but strong attenuation by lighter elements (such as hydrogen).

This results in a lower value of µ for metals in comparison to lighter elements.

Further, density variation between liquid and vapor forms of hydrogen is equiv-

alent to a concentration difference and results in a 2 order magnitude change

in µ enabling clear distinction between the two phases. Table 1 compares mass75

densities and attenuation coefficients of hydrogen, aluminum, iron and carbon.

The difference in attenuation coefficients allows for visualization of hydro-

genated liquids in cases where conventional imaging is not possible. Neutron

imaging has been used in many applications including but not limited to fluid

transport in porous media [20–22], fuel cells [23, 24], and heat pipes [25, 26].80
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Table 1: Neutron attenuation coefficients for 20meV neutrons [15]

Species Density (g/cm3) µ (cm−1)
Hydrogen(liquid) 0.0707 1.43
Hydrogen(vapor) 0.0013 0.02

Aluminum 2.71 0.08
Iron 7.87 0.21

Carbon 2.25 0.56

Here, the technique is used to image hydrogenated cryogenic propellants - liquid

hydrogen and methane.

2. Method

In this section, we detail the fabrication, processing, instrumentation and

assembly of the different components of the experimental setup. A bottom-up85

approach is used. First, each individual component is described followed by as-

sembly and experiment setup. Components that aid in affecting and controlling

cryogenic phase change are separated from those used for imaging.

2.1. Test cells

Neutrons are strongly attenuated by the presence of hydrogen and are rela-90

tively transparent to metals. Neutron imaging enables the use of opaque metal-

lic test cells and alleviates the need for optical observation windows that are

susceptible to leaks. Al 6061 and SS 316 were chosen for the test cells due

to their popularity within the cryogenic / NASA community and their readily

available thermophysical properties. In order to investigate the effect different95

materials, container shapes and sizes could have on phase change, multiple test

cells were used. The maximum diameter of the test cells were limited by the

size of the cryostat bore, which is 70 mm. The minimum diameter of the test

cell was limited by a combination of spatio-temporal imaging resolution. The

size of the cell changes the shape of the meniscus. Determination of the shape100

of the liquid-vapor interface was critical to estimating the non-uniform phase

change flux that results due to a combination of thermal transport, interfacial
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curvature, and disjoining pressure. Using hydrogen as the initial target fluid,

the diameters were picked such that a range of Bond numbers 1 between 2 and

100 could be tested. The shape of the cells were made to preserve axisymmetry105

and aid in computational analysis. The preliminary feasibility test with a cell

borrowed from NIST suggested a contact angle of 10◦ for hydrogen [27]. In

order to verify this, a hybrid conical cell was devised with a 10◦ transition slope

between two cylindrical sections of diameters 5 and 30 mm. The cells were de-

signed such that a universal flange could be used to seal the top. The test cells110

are shown in figure 1 and listed in table 2.

The test cells were fabricated from stock material at Michigan Technological

University and underwent a multi-step cleaning process. The cells were first

immersed in an acid solution made from sulfuric acid (H2SO4, 96% concentra-

tion) and hydrogen peroxide (H2O2, 35% concentration) in 3:1 volumetric ratio,115

respectively for 15 s. After the acid bath, the cells were immediately immersed

in a beaker containing distilled water at 363 K. The cells were then immersed in

another beaker with distilled water at room temperature. After the final rinse

with distilled water, the components were blown with dry nitrogen and sealed

in plastic bags. This procedure resulted in a uniform oxide formation and an120

increase in the surface roughness.

Table 2: Test cells used in the hydrogen and methane experiments and the sensor locations
as indicated in figure 1(a). All dimensions are in mm.

Fluid Cell # Geometry Material D h1 v1 v2 v3 v4

H2

Tc1 Conical Al 6061 5 / 30 20 10 5 14 25
Tc2 Cylindrical SS 316L 10 20 10 5 12 21
Tc3 Cylindrical Al 6061 30 n/a n/a 7 16 25
Tc4 Cylindrical Al 6061 10 20 10 7 14 25

CH4 Tc1 Cylindrical Al 6061 10 20 10 7 14 25

1ratio of body force to surface force, ∆ρgr2/σ, where ∆ρ is the density difference across
the liquid-vapor interface, g is gravitational acceleration, r is the test cell radius, and σ is
surface tension.

6



Test Cell

Vapor

v1

v3
v4

v2
D

Flange with internal groove

h1
S1

S2

S3

S4

(a) cylindrical cell

30mm

5mm

10° slope

v2

v3

v4
S2

S1

S3

S4

v1
h1
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Figure 1: Two types of cells were used: (a) cylindrical and (b) conical. Two different diameter
and materials were used. Si-diode temperature sensors were mounted on the cells at the
distances shown. An example of an assembled cell is shown in (c). The cells are attached to
a flange that contains an internal groove for an indium O-ring and vapor inlet/outlet.

2.2. Flange

To close the top of the test cell, a flange was fabricated from SS 316. The

flange was made to be a universal fit to all test cells. The flange contains an

internal groove that houses a indium gasket. The flange was bolted to the cell125

using 6 anodized Al #4-40 screws. As the screws are tightened, the indium

wire deforms and seals the flange/test cell assembly. The flange also has an

internal channel that allows for both entry and exit of the vapor. A 1/8 inch

male VCR fitting was brazed to the side to allow for connection to a vapor feed

line (figure 1(a)).130

2.3. Sample holder

The test cell and flange assembly was attached to a sample holder (also

referred to as the “stick” in prior publications). The sample holder is a hollow

SS rod with a 6.35 mm (1/4 inch) outer diameter. The sample holder has

multiple baffles to minimize thermal radiation leaks from the test cell to the135

top flange of the sample holder (figure 2). The baffles have staggered holes to

insert the vapor feed line and instrumentation cables. The feed line and cables

have separate feedthrough ports on the top flange. The sample holder is spring
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loaded such that the bottom most baffle makes contact with an annular copper

heater housed inside the cryostat (figure 3).140

Test cell and 
Flange assembly

Radiation 
Baffles

Feedthroughs for 
instrumentation
and vapor

Spring loaded
contact with
heater block

Figure 2: The sample holder is a long 6.35 mm (1/4 inch) outer diameter, spring loaded hollow
rod containing radiation baffles with staggered holes.

2.4. Cryostat

A pumped liquid helium cryostat with a 70 mm bore was used in all the

experiments conducted (figure 3). The cryostat is a cylindrical device with con-

centric reservoir rings filled with cryogenic fluids that are undergoing constant

vaporization to cool a central sample well. The outermost ring contains a pool145

of liquid nitrogen evaporating at ambient room pressure, thereby maintaining a

constant temperature of 77 K. The second ring is filled with liquid helium. The

vaporization of liquid helium occurs by expansion through a throttling value

located at the bottom of the ring. The value is commonly referred to as a

“cold valve” (V1) and is in contact with a copper block containing an embed-150

ded heater. Helium vapor travels upward through the innermost ring in contact

with the central sample well. The vapor cools the sample well as it rises. At

the top of the innermost ring, helium vapor passes through another throttling

value (commonly referred to as the “warm valve”, V2, since it is outside the

vacuum insulation jacket) that reintroduces vapor back into the liquid helium155
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reservoir. A secondary link between the helium vapor and liquid reservoir is es-

tablished through a 3 way valve (V6) where one of the connections is vented to

the environment. A helium vapor exhaust value (V5) can be activated through

the 3 way value (V6) and is only used while refilling liquid helium. All annular

rings are enclosed in a vacuum jacket and the sample well extends well below160

the cryogen rings.

The cooling rate is dependent on the temperature of the helium vapor and

the vaporization rate. The cooling and vaporization rates are inherently coupled

to both the temperature of the copper block that is varied using an embedded

resistance heater and the helium vapor pressure varied by a combination of the165

warm and cold values. If additional cooling is required, the helium vaporization

rate can be increased by pulling a vacuum on the vapor side (V3), but this

results in an increased helium consumption and shorter experiment run time.

The sample holder is designed such that when inserted into the sample well of

the cryostat, the bottom baffle sits on a 1 mm annular ring as part of the copper170

block, referred to as a “lip”. A computer aided design (CAD) rendering and a

schematic are shown in figure 3.

2.5. Assembly

The cleaned test cell and flange was sealed with an indium O-ring and 6

anodized Al 4-40 screws. The mass of each component was measured prior to175

assembly. The test cell and flange assembly was then mounted to the sample

holder. The spring on the sample holder was adjusted so that when inserted into

the cryostat, the bottom most baffle makes contact with an annular ring of the

copper block. In the methane tests, additional spacers were applied between the

sample holder and test cell - flange assembly to increase the spring compression180

and aid in heater contact.

After installing the test cell and flange on the sample holder, Lakeshore

DT-670 SD Si-diode temperature sensors were attached to the test cell. Three

sensors were mounted on the outer wall of the test cell held in place by springs

custom made from stainless steel wire. The goal was to provide enough tension185
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Figure 3: Cryostat

so that there is direct contact between the sensor and the outer wall. This was

necessary to ensure the sensor measures the temperature of the test cell and not

the helium transfer gas surrounding it. The temperature of the helium transfer

gas was measured by a fourth sensor; suspended vertically downward from the

outer edge of the flange (figure 1). The sensor cable length was adjusted such190

that the sensor is approximately 1 cm below the bottom wall of the test cell.

The sensor cables from all 4 sensors were enclosed in shrink tubing. A 1/8 inch

SS vapor feed line was attached to the flange using a VCR fitting. The sensor

cables and the vapor feed line was then passed through the baffle holes in the

sample holder and connected to the top flange of the sample holder (figure 3).195

The tubing was taut to prevent cable damage when the sample holder is inserted

into the cryostat.

After component assembly, a helium leak check was performed by pulling a

vacuum on the top port of the sample holder that connects to the vapor feedline,
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flange and the test cell. After a vacuum of approximately 10−6 Pa was reached,200

a small amount of helium gas was sprayed near the vicinity of all connections.

If there was a leak in any connection, the helium gas would immediately enter

the evacuated space and register a pressure spike. The source of the leak could

then be isolated by correlating the location of the spray and the intensity of

the pressure spike. The most common source of the leak was the indium seal205

between the test cell and flange. It was observed that if opposite screws were

not tightened sequentially, the deformation of the indium seal was uneven and

often resulted in a leak. If a leak was observed at any location, the connection

was taken apart and rebuilt. Once the instrumented sample holder passes the

leak check, it is ready for insertion into the cryostat.210

2.6. Cryostat Preparation

Preparing the cryostat was a multi-step process that involves vacuum jacket

pumping, cryogen (re)filling, addition of transfer gas, cool down and sample

holder insertion. In addition to initial setup, some of these tasks were performed

multiple times during the course of the experiments.215

Vacuum jacket pumping. The outer jacket is evacuated through the vacuum

port (V4) and pumped down to approximately 10−4 Pa. This step can be

skipped if the cryostat was used recently and no problems were encountered.

Cryogen filling. The sample well was evacuated prior to cryogen fill. The 3 way

valve (V6) was turned to the UP position such that the sample well could be220

evacuated to 10−4 Pa prior to cryogen fill. Liquid nitrogen was filled through

fill port F1. In our experiments, the cryostat was placed inside the NIST BT-2

structure and was not physically or optically accessible during the experiment.

Hence, for the duration of the experimental campaign, fill port F1 on the cryo-

stat was instrumented with a long latex hose connection that goes over the225

walls (ie, beamstop) and ends in a liquid nitrogen dewar outside the contain-

ment structure. The nitrogen fill is completed when the liquid nitrogen overflows
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from the outer ring. The nitrogen fill was conducted on a daily basis to replenish

the mass lost due to constant vaporization.

Liquid helium filling requires the use of double walled, vacuum sealed SS230

transfer lines and a LHe dewar. First, the exhaust (V5) and the Helium fill

(F2) ports were opened. One end of the transfer line was slowly inserted into

the helium dewar. This resulted in boil off inside the dewer and subsequent

venting of helium vapor from the open end of the transfer line. The open

end was inserted into the cryostat LHe fill port. If the transfer pressure reduced235

during the fill, the transfer line was either be pulled out and reinserted or helium

gas at 135 kPa was pumped into the dewar to maintain sufficient pressure for

the transfer. The fill was conducted until the helium plume at the exhaust port

turned white indicating liquid exhaust. Once the fill was complete, the fill port

and the exhaust port were closed.240

Addition of transfer gas. An evacuated sample well poses several issues due to

lack of a conduction and convection. Under a vacuum, the temporal response

to a temperature change is tremendously slow and there exists a significant

temperature gradient within the sample well. Each solid-solid contact (baffle-to-

copper block, baffle-to-sample holder rod, sample holder rod-to-flange, flange-245

to-test cell, etc) offers a resistance to conduction heat transfer. In order to

aid in heat transfer from the heater block to the test cell, a small amount

of helium transfer gas was added after the sample well had been evacuated.

This gas penetrated the spaces between the solid-solid contacts and reduced

the contact resistances. This also aided in conductive (and convective) heat250

transport through the vapor itself and significantly reduced the time to achieve

thermal equilibrium. Approximately 1.2 m length of 6.35 mm (0.25 inch) latex

tubing filled with helium gas at 135 kPa was added to the evacuated sample well.

The exact amount was not measured in the hydrogen campaign and likely varied

with each test cell but the resulting pressure in the sample well was estimated255

be 400 Pa to 700 Pa. At the end of the methane experimental campaign, it was

experimentally verified to be 600 Pa.
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Cooldown. Once the cryostat was filled with cryogens, the sample well evacu-

ated and the helium transfer gas added, the cryostat is cooled down from room

temperature to a base temperature. The cold (V1) and warm (V2) valves were260

adjusted to achieve the desired cooling rate. A quarter turn of the cold (V1)

valve and 3 turns on the warm (V2) valve yielded the best combination for

thermal control. At this setting, the cryostat took 12 - 24 hours to reach base

temperature (20 K for hydrogen and 90 K for methane). For enhanced cooling,

the innermost helium ring could be connected to a dry roughing pump via V3.265

This increases vaporization rate and subsequent cooling at the cost of increased

helium consumption.

Sample holder insertion. A sample holder (and test cell) swap was possible

while the cryostat was still in its base operating temperature. The process of

removing or inserting a sample holder was the same. The 3 way (V6) valve270

was moved to the Helium supply position and the sample well was flooded with

gaseous helium till the top flange just floats against the gas pressure. At this

point, the top flange was removed and the sample holder was carefully inserted

(or removed) under a constant flow of helium gas. As soon as the new sample

holder was secured, the sample well was evacuated. The process was completed275

as quickly as possible to minimize air entrainment. The vacuum and helium

purge cycles were repeated at least twice to ensure no trace gases are present

in the sample well. After the final purge, the sample well was evacuated, the 3

way valve (V6) was closed and the instrumentation cables were connected via

feedthrough ports.280

2.7. Instrumentation and control

The copper block at the base of the helium reservoir is the primary thermal

control in the cryostat. The copper block houses a resistance heater with an

embedded temperature sensor (NTC RTD X45720) and is in contact with the

cold valve. Temperature control of the copper block is achieved by matching285

the evaporative cooling power of helium with the heater power applied to the
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resistance heater. The cooling power can only be controlled manually (primarily

through the cold and warm values) and is usually set prior to the start of the

experiment. Since the cryostat is placed in the path of a neutron beam, active

tuning of the cold and warm values (V1 and V2, respectively) was not possible.290

Therefore, the temperature was controlled by actively varying the heater power.

The heater and copper block temperature sensor was connected to a Lakeshore

model 331 controller. PID control was implemented to actively vary the heater

power to obtain the set point temperature using the “auto tune” feature of the

Lakeshore model 331 controller. Setting the temperature in the copper block295

was only an intermediate step with an ultimate goal to control the temperature

of the test cell. The copper block served as the thermal mass that was then

used to transfer heat to the sample well and finally the test cell via multiple

heat transfer modes described in a later section.

In order to effectively control rate of phase change, active control of vapor300

pressure was necessary. In addition, to set up a clean sample environment devoid

of contaminants, the chamber must be evacuated and leak checked extensively

prior to introduction of the sample vapor (H2 / CH4). To achieve these tasks

a custom manifold was set up as shown in figure 4. The manifold was built

such that 3 tasks can be performed: (1) evacuate the test cell and vapor line,305

(2) purge with helium gas, and (3) introduce cryogen vapor into the test cell

and accurately control the vapor pressure. A vacuum pump and compressed

helium gas cylinder attached to the manifold allowed for evacuation and purge

respectively. The hydrogen inlet consisted of a hydrogen generator while the

methane inlet consisted of a compressed gas cylinder. Pressure control was310

achieved by a combination of valves as discussed in section 3.2.

Cryostat leak tests. To ensure that the test cell was completely isolated from

the sample well, both vacuum and pressurized helium leak tests were conducted.

Vacuum test involved evacuating the test cell via the vacuum pump attached to

the manifold with inlet valve closed. For the pressurized test, helium gas was315

introduced into the test cell and the pressure was increased to above atmospheric
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Figure 4: Schematic of gas manifold and vapor inlets.

pressure with V1 and inlet valve closed. The change in pressure with time is

monitored in both cases after either the pump or helium gas cylinder is isolated.

In our tests, the pressure changed less than 6 Pa for both vacuum and pressurized

tests. The duration of the tests were approximately 3 hours.320

2.8. Imaging

The imaging setup is detailed in a separate manuscript [15] and only a brief

overview is provided here. Once the sample holder was inserted, the cryostat

height was adjusted such that the center of the beam passed through the center

of the test cell. Thermal neutrons (≈25 meV) penetrate the aluminum wall of325

the cryostat and interact with the test cell and its contents. The low neutron

energy is estimated to increase the temperature of liquid hydrogen by < 1 µK

and is unlikely to influence phase change. A 20 µm Gadoxysulfide film was

used as a scintillator and was placed downstream of the neutron beam. The

scintillator is essentially a screen that emits visible (green) light after being330
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excited by a neutron flux. The intensity of emitted light directly correlates to

the density of neutron flux. The emitted light was captured by an Andor NEO

sCMOS camera with a PK-13 extension tube. The contrast in the acquired

neutron image was governed by neutron counting statistics. Slower shutter

speeds resulted in higher contrast between the bulk liquid and vapor but increase335

blur at the liquid-vapor interface during phase change. For the phase change

rates tested (50 µg/s to 250 µg/s), the best trade off was achieved with a 10 s

image integration time.

3. Operating Procedure

3.1. Dry tests with no visualization340

“Dry” tests refer to thermal cycling experiments with an evacuated test cell.

These were necessary to characterize the heat transfer mechanism between the

heater and test cell of the system prior to introduction of hydrogen or methane.

It also enables an estimation of the characteristic thermal response time. The

test cells were thermally cycled by varying the heater setting and the transient345

response of the system was recorded using the temperature sensors mounted on

the outer wall of the test cell. Figure 5 shows a typical dry test using the 10 mm

Al cell. The temperature of the heater was rapidly increased by approximately

10 K, the system was allowed to equilibriate and then temperature was lowered

again. The temperature data were logged every second.350

3.2. Wet tests with visualization

Prior to introduction of cryogen vapor, the heater was set to a temperature

approximately 1 K higher than the saturation temperature of the preset vapor

pressure. This ensured that vapor did not immediately condense upon entering

the test cell. For the hydrogen tests, the manifold (figure 4) was connected to a355

hydrogen generator that delivers gas at approximately 1500 kPa. P1 and P2 are

Mensor pressure transducers models CPG 2500 and DPG 15000, respectively.

The uncertainty in pressure is 0.01% of the reading. For the methane tests,
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Figure 5: Temporal variation in temperatures as a result of thermal cycling of the 10 mm Al
cell

a compressed gas cylinder was instrumented with a Paroscientific model 745

pressure transducer, regulators and shutoff valves such that the methane pres-360

sure can be reduced to approximately 1500 kPa similar to hydrogen. In both

methane and hydrogen tests, vapor was initially flowed freely into the manifold

by opening the inlet. V3 and V4 are initially closed and the vapor exits through

the atmospheric vent. The pressure was monitored by P2 and was reduced to

the preset value (between 80 kPa to 250 kPa) using NV1. When the desired365

pressure was obtained, V3 was opened and vapor was allowed to flow into the

test cell. The final adjustments were made using NV3 and P1. Hence, the va-

por was constantly being vented to attain stable vapor pressure in the test cell.

T1 and T2 allowed for isolating the test cell from the gas manifold for sample

holder insertion/removal and enabled monitoring either the manifold or test370

cell vapor pressure as necessary. When the preset pressure was close to, or less

than atmospheric pressure, the vapor was vented via the vacuum pump instead.

Once the desired pressure setpoint was attained, the cryostat heater tempera-

ture was then decreased to between 0.5 K to 4 K below saturation. The vapor

begins to condense into the test cell and was visualized in real time. Once a375

sufficient amount of liquid had condensed, the temperature was increased above

saturation to begin evaporation. The evaporation rates are too low to result in
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nucleate boiling. During the tests, we attempted to keep the pressure variation

as low as possible by actively adjusting NV3. The variation in vapor pressure

was less than 0.5 kPa during steady phase change.380

A typical test run consists of one complete condensation/evaporation cycle.

For every run conducted, images were captured every 10 s while pressures (P1-

P3) and temperatures (test cell outer wall and cryostat heater) were logged

every 1 s. In the hydrogen tests, the heater temperature was used as a trigger

to initiate condensation and evaporation while the vapor pressure was held385

constant. However, in the methane tests, heater temperature was held constant

and pressure was used as a phase change trigger. This is because at typical liquid

methane temperatures, the heat transfer was much slower and temperatures take

almost 3 times as long to reach steady state than for the case of liquid hydrogen.

This is due to a combination of the change in material properties and additional390

contact resistances in the sample holder setup.

4. Analysis and Discussion

4.1. Heat Transfer

The contact area between the copper heater block and the bottom-most ra-

diation baffle was approximately 1 mm wide. The lower radiation baffles on the395

sample holder were spring loaded such that they make contact with the copper

heater block when fully inserted into the cryostat. However, this contact was not

perfect and the amount of helium transfer gas could not be measured in the ini-

tial hydrogen experiments. As a result, the thermal contact resistance between

the lower radiation baffle and the copper heater block presumably changes with400

each test configuration. Further, contact resistances also exist at every solid-

solid interface. In order to accurately capture the thermal response, a transient

thermal transport model was constructed. Contact resistances at solid-solid

contacts were then determined by tuning the model to match the dry test re-

sults. The model suggests that the dominant heat transfer mechanism is by405

conduction. Modeling the helium as a stationary solid with properties of the
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vapor (essentially removing convection) changes the temperatures by less than

100 µK confirming that heat transfer by convection is negligible [28]. The tuned

model enables the calculation of inner wall temperature distribution from dis-

crete outer wall temperature measurements. Details on the model and resulting410

values of contact resistances are published elsewhere [28].

(a) Evaporation from the conical cell

(b) Laplace fit with a 2 ◦ contact angle

(c) Laplace fit with a 10 ◦ contact angle

Figure 6: Contact angle estimation from conical cell images

4.2. Interface curvature and contact angle

Based on the curvature of the liquid-vapor interface in cylindrical cells, the

contact angle could be determined. Initial estimates from preliminary tests

(without accuate pressure or temperature control) indicated a 10◦ contact an-415

gle for liquid hydrogen. Subsequently, this estimation was improved using the

conical cell with a 10◦ transition zone. If the contact angle was indeed 10◦,
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the interface in the transition zone would be flat. Although visual inspection

suggests the interface is flat, image processing revealed an angle between 10◦

and 2◦ (figure 6). Using an adaptive threshold and iterative matching to the420

Young-Laplace equation, the estimation was improved and the contact angle

was estimated to be 0◦ to 4◦ [29]. Improving upon this further, a new “optical

density” method [15] revealed that there exists a thin film of liquid that wicks up

the side walls of the test cell. The optical density method involves normalizing

the neutron images of the liquid with images of empty cell and then subtracting425

the background noise (with the beam turned off). This results in an “optical

density” image where each pixel intensity is correlated to the distance the neu-

tron traveled through the liquid. Figure 7 shows a typical optical density image

for hydrogen where the intensity increases with transmission distance. However

when the region above the meniscus is scanned, the optical density profile shows430

two distinct peaks and the central value is not zero. This suggests that a thin

liquid film exists on the inner wall providing strong evidence that both liquid

hydrogen and methane are most likely perfectly wetting fluids with a contact

angle of 0◦. The film thickness measurement is detailed in section 4.5.

4.3. Phase change rate analysis435

Sample images from a condensation/evaporation test using the 10 mm alu-

minum cell (Tc4) is shown in figure 8. Images 1-4 depict evaporation while

images 5-8 depict condensation. The neutron images are post-processed to de-

termine the evaporation/condensation rates using two approaches: (1) interface

tracking and (2) optical density. The interface tracking method locates the440

meniscus, fits a Young-Laplace curve and then calculates the liquid volume in

the region below the fitted interface. The optical density based volume mea-

surement involves calculating the transmission distance from every pixel in the

image. The transmission distance is converted into a volume using the pixel

area and the individual pixel volumes are added up to obtain the total volume.445

The uncertainly in volume determination from interface tracking is about 6 %

greater than the uncertainty in the optical density method. Furthermore, the
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~10 µm film

Figure 7: Optical Density image of hydrogen in Tc4 at 21 K and determination of film thickness

interface tracking method can only be used when a fully formed meniscus is

present. During the initial start and end of the tests, liquid is present only

in corners. This volume is easily measured using the optical density method450

but not with the interface tracking method. A detailed comparison is available

in [15]. Only the optical density data is shown in figure 8(b). Phase change

rates for all other test cells/runs are not shown here but are available in the

accompanying data repository [16].

The condensation and evaporation zones are delineated in figure 8(b). There455

appears to be two separate evaporation zones with two distinct rates even though

there was no change in the pressure or temperature during the evaporation

process. This suggests the presence of additional liquid outside the field of

view. A very strong possibility was that liquid could condense at the top corner.

This liquid pool likely forms “ring” at the top corner with 2 more contact460

lines in addition to the bottom meniscus. Out of the 3 contact lines in zone

1 the contribution from only one of them is captured in figure 8(b). If the
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Figure 8: Results from an evporation/condensation experiment with liquid hydrogen in the
10 mm Al cell. Images 1-4 in show condensation while 5-8 depict evaporation. The volume
of the liquid is calculated through image processing and shows two distinct evaporation zones
where the observed rate from zone 2 is 3 times of that from zone 1.
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Figure 9: Images from Methane Run 2. A thin liquid film forms at the onset of condensation
(a). The liquid ring at the top corner appears only after the bottom meniscus is fully formed
during condensation (b). At the the onset of evaporation, the liquid ring readily evaporates
and the film thickness reduces (c).

top liquid ring evaporates readily during the first evaporation zone and was

completely depleted by the start of the second zone, the slope of the line from

the second zone is only from one contact line. The observed rate from zone 2465

is approximately 3 times that of zone 1. However, the total evaporation rate

is expected to be constant since there was no change in either temperature or

pressure between the zones. This observation is a strong indication that the

evaporation rate must scale with the number of contact lines (2 at the top and

1 at the bottom).470

During the experiments with methane, the camera was intentionally zoomed

out to verify the “top ring” hypothesis. The images reveal a liquid meniscus

encircling the top corner between the test cell and flange (figure 9). This ring

does not form at the onset of condensation but rather accumulates only after the

bottom meniscus is fully formed. The ring exists throughout the condensation475

zone and readily evaporates at the onset of evaporation in zone 1 confirming

the previous hypothesis.

Figure 10(a) shows the different test conditions (temperature and pressure)

in the hydrogen tests overlayed on the saturation curve. The temperature shown

here corresponds to the S2 sensor on the test cell. At any point on the satu-480
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Figure 10: A summary of hydrogen test conditions are shown relative to the saturation curve
(a). While departure from saturation results in increased phase change rate, the results also
show a size and material dependence (b). The solid markers represent evaporation while the
hollow markers represent condensation in both figures. In fig (b), linear fits to the condensation
datapoints are represented by dashed lines while linear fits to evaporation datapoints are shown
by solid lines. The evaporation rates are consistently lower than the condensation rates for
the same temperature offset; i.e. slope of the dashed lines are larger than the corresponding
solid lines. Data from tc1 where the meniscus was close to the 10◦ transition region is not
included in the linear fit and are marked as outliers. Refer table 2 for tc code
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ration line, net phase change is zero. To achieve condensation, the operating

point must be below the curve and vice versa for evaporation. While it is evident

that phase change rate increases with deviation from the saturation line, there

are other factors that effect the rate such as container material and geometry.

To elucidate, the temperature deviation from the equilibrium saturation line is485

shown as a function of the phase change rate in Figure 10(b). Data with differ-

ent test cells are color coded. The solid lines are linear fits to evaporation data

while dashed lines represent condensation. The slopes of the lines increase with

increasing test cell diameters, i.e tc1 (30 mm) > tc2 and tc4 (10 mm). The rates

with tc2 (SS 316) are greater than the rates with tc4 (Al 6061) suggesting a wall490

material dependence despite the same size. Additionally, evaporation rates are

consistently lower than condensation for the same temperature deviation from

saturation. This suggests that the condensation area is most likely larger than

evaporation area; corroborated by the existence of the micro-scale thin film dur-

ing condensation. The thin film effectively increases the surface area suggesting495

that condensation scales with area. In contrast, figure 8(b) suggested that evap-

oration rate scales with the number of contact lines as described earlier. The

other possible explanation for the inequality of evaporation and condensation

rates for the same degree of equilibrium departure is an inequality of resistance

to the phase change process at the interface which is characterized by phase500

change coefficients. It is common to assume that the evaporation coefficient is

equal to the condensation coefficient but recent studies have suggested this may

be an incorrect assumption [30]. Hence, it is also possible that the condensation

coefficient is greater than the evaporation coefficient for liquid hydrogen.

4.4. Thin film analysis505

From the central offset in figure 7, the film thickness of the liquid could be

estimated using the Beer-Lambert law (equation 1) [15]. The film thickness

in figure 7 is approximately 9.8±3.4 µm. The resolution is limited by neutron

counting statistics and image integration time. Although the optical density

technique provides the ability to measure film thicknesses even lower than the510
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Figure 11: The variation in the attenuation coefficient with hydrogen vapor density was
characterized by imaging an evacuated cell as gas is slowly introduced into the cell.

optical resolution of 14 µm, it is sensitive to changes in vapor density. To obtain

a resolution of 3.4 µm, the images are first normalized to an image of the empty

evacuated cell 2 During the calculation of film thickness, the attenuation in the

vapor must be accounted for. To characterize this, the previously evacuated cell

was imaged continuously as vapor was slowly introduced. The measured vapor515

pressure is converted to density using the ideal gas equation. The attenuation

coefficient is determined using equation 1. The relationship between the atten-

uation coefficient and vapor density was found to be linear (figure 11). This

enables accurate calculation of film thickness even when there are changes in

vapor attenuation as a result of density/prerssure variations.520

A micro-scale liquid film formed on the walls of the test cell within the first

10 s of condensation testing. The thin film is observed in both hydrogen and

methane but is more pronounced in methane due to a higher neutron attenua-

tion. The film thickness is spatially uniform on the side walls but varies with

time depending on the phase change rate. To elucidate, two methane tests are525

2If normalized to an image of a vapor filled cell, the measured film thickness must be
corrected for any deviation in vapor density from the original image
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used as examples. Figure 12(a) and 12(c) represent the volume and film thick-

ness during run 2; a slow condensation process followed by rapid evaporation.

Here the condensation process is slow and steady during which the film thickness

remains essentially constant. When evaporation is initiated, the film thickness

quickly reduces to a negligible value. Figures 12(b) and 12(d), represent the530

volume and film thickness during run 3; a rapid condensation process followed

by slow evaporation. Here, the film thickness increases instantly to a value al-

most 10 µm higher than the previous run. When a slow evaporation process is

initiated, the film thickness drops but at a much slower rate.

(a) Film Thickness - Run 2 (b) Film Thickness - Run 3

(c) Volume - Run 2 (d) Volume - Run 3

Figure 12: Data from Methane - Run 2 are shown on the left: (a) film thickness and (c)
volume. Data from the Methane - Run 3 is shown on the right: (b) film thickness and (d)
volume. In both cases, film thickness is variation correlates with variations in phase change
rates. Higher condensation rates result in increased film thickness. higher evaporation rates
result in immediate depletion of the film. The error in film thickness is approximately 3.4µm.
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The liquid most likely condenses on the thin film condensate first and then535

drains due to gravity to form a meniscus at the bottom. Simultaneously, the

condensed liquid film also “wicks up” to form a meniscus at the top corner.

The top ring does not form instantly at the start of condensation. It appears to

form only after the bottom meniscus is fully developed (figure 9). This is due

to a delay in the thermal response of the stainless steel flange which initially540

inhibits condensate buildup at the top corner. During evaporation the top ring

evaporates readily.

4.5. Archival of test data

A complete set of raw (images, temperatures and pressures) and processed

data (phase change rates, film thicknesses, etc) are not listed here for brevity but545

is available on the data repository [16]. The data is grouped per test campaign

(‘Jan’ for hydrogen and ‘Sept’ for methane) and test cell (‘tc1-4’ ). Data from

each run consists of images taken every 10 s along with pressure and temperature

data taken every 1 s. In order to aid in correlation, the two separate data

streams are combined for each test run. The avg temperatures and pressures550

during the 10 s interval are calculated and embedded directly into the image.

A tabulated version is also available. In addition to temperature and pressure

data, the tabulated data also contain liquid volume, film thickness and the

meniscus location as a function of time. Phase change rates can be calculated

from the volume vs time data. The publicly available data are intended to serve555

as a benchmark for future investigations.

5. Summary and Conclusion

The cryo-neutron phase change experiments conducted at NIST are detailed

here and a discussion of experimental results are provided. In the experiments

neutron imaging is used as a visualization tool to capture the location and shape560

of condensed liquid inside cylindrical opaque metallic containers. These are first

known images of steady phase change in liquid hydrogen and methane. Tests
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were conducted in cylindrical containers of various sizes. A conical cell with a

10◦ transition was also tested. Cryogenic vapor (H2 and CH4) was introduced

into the test cell after using a custom manifold. Through accurate control of565

temperature and pressure, a wide variety of phase change rates were obtained.

The results are summarized below:

• Preliminary proof-of-concept images suggested a 10◦ contact angle but en-

hanced image analysis of subsequent experiments resulted in an updated

estimate of 0◦ to 4◦. Further, using the optical density analysis described570

here, the signal to noise ratio could be significantly improved. By en-

hancing the the pixel intensities rather than the spatial resolution, a thin

micro-scale liquid film was observed on the test cell walls. The condensed

liquid also forms a “ring” at the top corner. This suggests that both liquid

hydrogen and methane are most likely perfectly wetting fluids with a 0◦575

contact angle.

• In the hydrogen experiments, the vapor was introduced at a constant,

pre-set pressure and the temperature was altered from saturation to in-

duce phase change. In the methane experiments, temperature was held

constant and pressure was altered. Due to the slow thermal response at580

methane saturation temperatures (100 K). In general, the ability to con-

trol temperature and pressure in the methane experiments is more difficult

due to this slow response.

• Measured rates of phase change depend on the magnitude of offset from

saturation, test cell geometry and material. Rates increase with increase585

in temperature offset from saturation and size of container. In the case of

hydrogen, for the same magnitude of temperature offset, the condensation

rates are consistently greater than the evaporation rates . Condensation

rate scales with surface area (r2) while evaporation rate scales with the

number and length of contact lines (r).590

• A micro-scale thin film always exists during condensation. The film thick-
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ness decreases during evaporation and the magnitude of the decrease de-

pends on the evaporation rate.

To the authors’ best knowledge this is the first known study where controlled

phase change of cryogenic propellants were systemically investigated with neu-595

tron imaging. Visualization of the meniscus enables an accurate determination

of the phase change rates and measurement of adsorbed film thickness. The

data generated here is unique and offers unprecedented insight into the dynam-

ics of cryogenic phase change. The data and subsequent analysis provided here

are critical for cryo-storage stability of propellant tanks for future space mis-600

sions as well as for terrestrial transport of liquid hydrogen. The data from the

experiment is made available through a data repository [16] in hopes that they

will serve as a benchmark for future experimental investigations or be used as

data for model validation.
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