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after nearly 100 years there remains significant discrepancy in reported values. These discrepancies have
been attributed to a wall material or geometric dependency resulting in the need for an empirical correction
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in prior measurements of the accommodation coefficient for other fluids can be alleviated by a multi-
scale analysis that incorporates local variation in thermophysical properties. The values of accommodation
coefficients for hydrogen and methane are consistent with generalized transition state theory. This suggests
that a mass accommodation coefficient is a solely a function of the liquid–vapor density ratio, making it a
fluid-independent property easily determined without the need for empirical correction factors as reported in

previous investigations.
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1. Introduction

Kinetic theory has provided a basis for the understanding and
modeling of liquid–vapor phase change for over a century. This is
particularly important in cases where diffusive transport in the vapor
is not the limiting factor. This includes pure, single component liquid–
vapor phase-change and phase-change in the presence of significant
contact line contributions [1,2]. Kinetic theory modeling of phase-
change has also been shown to regularize the singularity at a moving
contact line [3].

Kinetic models have been effective in capturing phase change, but
the use of these models is still limited due to the fact that kinetic
theory is based on equilibrium constructs. Despite the equilibrium
basis, kinetic models over-predict evaporation and condensation [4,5].
The deviation from the theoretical rate of phase change is accounted
for through the use of evaporation and condensation coefficients; also
referred to as mass accommodation coefficients. Determining accurate
values of evaporation/condensation coefficients has implications in
many fields including space technology [1,6,7], atmospheric science
and climate [8,9], aerosol transport [10,11] micro- and nano-scale
thermal transport in MEMS applications [12–14].

Challenges with kinetic descriptions of phase-change include defin-
ing boundary conditions at the liquid–vapor interface and determining
values of the accommodation coefficient. There is significant discrep-
ancy in both the definition of accommodation coefficients and in the
reported values [15–19]. A comprehensive model of liquid–vapor phase
change requires implementation of a kinetic model with continuum
descriptions of heat and mass transfer on the liquid side of the interface.
A number of simplifying assumptions are included in many formula-
tions, which makes quantitative validation of model predictions with
experimental measurements difficult.

An opportunity to test the role of liquid surface modeling on derived
values of accommodation coefficients arose out of a need by NASA. Ac-
commodation coefficients are required to predict cryogenic propellant
boil-off from orbital fuel depots for long-duration space missions. Of
specific interest are liquid hydrogen and methane [6,20,21]. Neither
the values of accommodation coefficients nor a technique to determine
them existed. As a result, the coefficient was reduced to an arbitrary
tuning parameter in CFD models. Values as low as 10−6 have been
used to achieve numerical stability in these models [21–23]. Modeling
phase change inside propellant tanks remains a challenge due to the
uncertainty of accommodation coefficients and an inability to predict
local interfacial thermodynamics [1,2,6,7,24]. A new technique for
determining accommodation coefficients for hydrogen and methane
was developed to directly address this need and is reported here.

The objectives of this study are three-fold. The first is to discuss
the iterative methodology used to determine accommodation coeffi-
cients. The experiment and modeling details have been previously
published [1,2,25–28]. This study is focused on how kinetic theory,
continuum modeling, and experiment results were combined in or-
der to extract accommodation coefficients. The second objective is
an evaluation of how modeling choices affect the resulting value of
accommodation coefficients. This discussion helps explain the signifi-
cant discrepancy in reported values. Finally, the third objective is to
report the values of the accommodation coefficient for evaporating
hydrogen and methane. These values are independent of container size
and geometry, but do depend on the thermodynamic state of the vapor.
A comparison of the extracted accommodation coefficients to transition
state theory is included. To the best of the authors’ knowledge, these
are the first published values of the accommodation coefficients for
2

cryogenic propellants.
2. Modeling phase change using kinetic theory

Kinetic theory is a statistical description of the behavior of gases
based on velocities of the constituent molecules. Under equilibrium
conditions, the vapor can be modeled as an ideal gas that follows a
Maxwell–Boltzmann distribution. This velocity distribution leads to an
expression for flux of vapor molecules passing through a hypothetical
plane [4].

𝑗𝑣 =
√

𝑚
2𝜋𝑘𝑏

(

𝑃 sat
𝑣

√

𝑇𝑣

)

(1)

𝑃 sat
𝑣 , 𝑘𝑏, 𝑚, and 𝑇𝑣 are saturation vapor pressure, Boltzmann con-
tant, mass of a vapor molecule, and vapor temperature, respectively.
ubscript 𝑣 denotes the bulk vapor phase.

Applying kinetic theory to liquid–vapor phase change requires that
an interface location be defined. The liquid–vapor interface is often
treated as sharp with a density jump shown at location 𝑠i in Fig. 1(a).
A hypothetical plane to which kinetic theory is applied is located
in the vapor at a distance 𝛥𝑠 from the interface location [29]. The
kinetic plane is denoted as 𝑠kp in Fig. 1(a). 𝛥𝑠 is arbitrary and is
ften assumed to be infinitesimal. A diffuse interface model, shown in
ig. 1(b), remedies the arbitrary location of 𝑠kp since a value of 𝛥𝑠 is
etermined from the density gradient easily estimated from molecular
ynamics simulations [19]. The liquid–vapor surface thus becomes a
egion rather than a sharp interface. The intersection of the interfacial
egion and the bulk vapor is the location of the kinetic plane.

The net mass flux is the difference in evaporation, 𝑗𝓁 , and conden-
sation flux, 𝑗𝑣, across the kinetic plane. At equilibrium these two fluxes
are equal, 𝑗𝓁 = 𝑗𝑣, and the bulk liquid temperature is equal to the
bulk vapor temperature, 𝑇𝓁 = 𝑇𝑣. During net phase change, 𝑗𝓁 ≠ 𝑗𝑣
nd a temperature jump exists across the interfacial region [19]. A
ondensation flux, 𝑗𝑣, can be determined using Eq. (1) when 𝑃 sat

𝑣 is
eplaced by the bulk vapor pressure 𝑃𝑣. The evaporation flux is the
olecular flux at the liquid–vapor interface at equilibrium using the

iquid interfacial temperature, 𝑇𝑙,𝑖. This flux is also described by Eq. (1)
with 𝑃𝑣𝑠𝑎𝑡 substituted with the 𝑃𝑣,𝑙 and 𝑇𝑣 substituted with 𝑇𝑙,𝑖. The net
mass flux is then

̇ ′′ = 𝑗𝓁 − 𝑗𝑣 =
√

𝑚
2𝜋𝑘𝑏

(

𝑃𝑣,𝑙
√

𝑇𝑙,𝑖
−

𝑃𝑣
√

𝑇𝑣

)

(2)

where 𝑇𝑙,𝑖 is the temperature of the interface on the liquid side, 𝑇𝑣 is the
temperature of the bulk vapor and 𝑃𝑣,𝑙 is the equilibrium vapor pressure
of the liquid at the interface at temperature 𝑇𝑙,𝑖. This inherently non-
equilibrium process of phase change is modeled using superposition
of two seemingly unrelated fluxes: a non-equilibrium flux for conden-
sation (𝑗𝑣) and an equilibrium flux for evaporation (𝑗𝑣). This is an
inherent limitation in all kinetic theory models and is often overlooked.

Early experiments consistently measured phase change rates lower
than those predicted by Eq. (2). This discrepancy is commonly at-
tributed to reflection of vapor molecules at the interface [5,16,30]. Ac-
commodation coefficients were introduced by Knudsen [31] to account
for the difference between measured and theoretical flux.

̇ ′′ =
√

𝑚
2𝜋𝑘𝑏

(

𝛼𝑒
𝑃𝑣,𝑙
√

𝑇𝑙,𝑖
− 𝛼𝑐

𝑃𝑣
√

𝑇𝑣

)

(3)

where 𝛼𝑒 is the evaporation coefficient and 𝛼𝑐 is the condensation coef-
ficient. Eq. (3) is the known as the Hertz–Knudsen (HK) equation and it
represents the difference in collisional frequency of vapor molecules on
either side of the kinetic plane, though 𝛼𝑐 and 𝛼𝑒 apply to the interface
region.

During steady evaporation or condensation, there is a net macro-
scopic drift of vapor molecules across the kinetic plane, either away
from or towards the liquid–vapor interface, respectively. This alters
the Maxwell–Boltzmann equilibrium velocity distribution in the vapor
space at the kinetic plane location [5,32]. Schrage [5] developed a
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Fig. 1. Two interface models for examining net mass flux to or from a liquid–vapor interface. The hypothetical kinetic plane is located in the vapor phase at skp. Net phase change
is the difference in mass flux crossing the kinetic plane from liquid and vapor sides. Interfacial temperatures for the diffuse model are denoted with the subscript ‘𝑖’.
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correction factor, 𝐷(𝜉), to account for this drift velocity and applied
it to the condensation flux term.

̇ ′′ =
√

𝑚
2𝜋𝑘𝑏

(

𝛼𝑒
𝑃𝑣,𝑙
√

𝑇𝑙,𝑖
−𝐷(𝜉)𝛼𝑐

𝑃𝑣
√

𝑇𝑣

)

(4)

here

(𝜉) = 𝑒𝜉
2
−
√

𝜋𝜉 [1 + erf(𝜉)] (5)

𝜉 is the ratio of the drift velocity, 𝑤0, to the most probable velocity of
a vapor molecule in the bulk phase, 𝑐𝑅.

𝑐𝑅 =

√

2𝑘𝑏𝑇𝑣
𝑚

(6)

Here, 𝑚 is the mass of a vapor molecule. For a gas or vapor in
equilibrium at temperature 𝑇𝑣, the ideal gas model is equivalent to:

𝑃 sat
𝑣
𝜌sat
𝑣

= 1
2
𝑐2𝑅 (7)

The drift velocity, 𝑤0, can be thought of as the net mass flux at the
inetic plane divided by the density of the vapor. Therefore, the drift
elocity ratio, 𝜉, can be expressed as:

=
𝑤0
𝑐𝑅

=
�̇�′′𝑐𝑅
2𝑃 sat

𝑣
(8)

he mass flux dependency in Eq. (8) means that the solution of Eq. (4)
s implicit when the drift flux correction is included. As noted by Carey
32], however, 𝜉 is small for many evaporation and condensation
rocesses. For 𝜉 ≤ 10−3 the drift flux correction can be simplified to:

(𝜉) = 1 −

√

𝜋
2

(

𝑐𝑅
𝑃 sat
𝑣

)

�̇�′′ (9)

For the experiments reported herein, 𝜉 ≈ 10−4 and the resulting net
mass flux at the kinetic plane can be expressed as:

̇ ′′ =
(

2𝛼𝑐
2 − 𝛼𝑐

)

𝑃𝑣
√

𝜋𝑐𝑅

[

𝛽
𝑃𝑣,𝑙

𝑃𝑣

√

𝑇𝑣
𝑇𝑙,𝑖

− 1

]

(10)

where 𝛽 = 𝛼𝑒∕𝛼𝑐 . Eq. (10) is a normalized form of the Hertz–Knudsen–
Schrage (HKS) equation. For simplicity and closure, it is common prac-
tice to assume that the condensation coefficient is equal to the evapo-
ration coefficient (𝛽 = 1) [10,16,18,33–36]. The remaining coefficient,
𝛼𝑒 = 𝛼𝑐 = 𝛼, is referred to as the accommodation coefficient.

If 𝛼𝑒 = 𝛼𝑐 (𝛽 = 1), then the Hertz–Knudsen equation (3) and
the Hertz–Knudsen–Schrage equations (10) are identical except for the
kinetic prefactor. To alleviate confusion in the rest of this study, the
coefficient computed without inclusion of drift velocity is denoted as 𝛼
3

and the drift velocity corrected value is denoted as �̂�. The relationship
between the kinetic prefactors is 𝛼 = 2�̂�∕ (2 − �̂�) for 𝜉 < 10−2.

Variations of Eqs. (1)–(4) have been used to extract accommoda-
ion coefficients from carefully conducted experiments, but published
alues vary widely [10,15,16,18]. Marek and Straub [16] and Haynes
t al. [15] report values for water that range three orders of magni-
ude with an upper limit of one. Persad and Ward [37] report values
or water that exceed unity. Attempts to investigate and explain the
iscrepancy of these coefficients have not yielded a consensus. The vari-
tion in reported values has been attributed to many factors including
ifficulty in determining the interfacial temperature, container geome-
ry, liquid impurities, dynamic surface tension, and renewing surfaces
16,17,38,39].

A significant observation in this regard was reported by Cammenga
t al. [39] and reiterated by Marek and Straub [16]; which is values of
he accommodation coefficients depend upon with the choice of mate-
ial used for the liquid container. This suggested that wettability and
nterface curvature influenced experimentally determined evaporation
ates and, subsequently, the values of derived accommodation coeffi-
ients. Others have observed variations in accommodation coefficients
ith the size of the liquid container or liquid drop [40–42]. Burrows

43] proposed a fit for the accommodation coefficient that was a
unction of the condensing surface area and an empirically determined
hape factor [43–46]. Kapłon et al. [47] proposed an alternative corre-
ation, as did Bryson et al. [48,49], but none of these correlations are
niversal with respect to surface area.

Extraction of accommodation coefficients from phase change exper-
ments require interfacial temperature and pressure conditions to be
nown a priori. Direct interfacial measurements are difficult and at-
empts to place a sensor in the interface region invariably alter the local
nterface curvature and heat transfer characteristics [37]. A common
ssumption imposed for simplicity and closure is to set pressure ratio,
𝑣,𝑙∕𝑃𝑣, in Eq. (10) equal to unity. This assumption may be appropriate
or large liquid surfaces without significant curvature or contact line
rea relative to bulk surface area, but as noted by Hołyst et al. [50],
vaporation is driven by small differences in pressure, which might
xplain the discrepancy in published values of evaporation coefficients.

Another nearly-universal simplification is to assume interfacial pres-
ure and temperature are constant over the entire liquid surface with
alues corresponding to bulk liquid and vapor conditions [17,33,51–
8]. This assumption quickly breaks down, however, if the liquid sur-
ace is a meniscus with thermal energy transferred through a container
all. The interface temperature cannot be maintained at a constant
alue due to the differences in heat conduction path length from the
est cell wall to the liquid–vapor surface. The effects of curvature are
ddressed in the next section.
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Fig. 2. Delineation by key contributions to pressure jump at the liquid–vapor surface. The adsorbed film region is strongly affected by disjoining pressure with characteristic film
thickness ℎ𝑎𝑑 ∼nm. The transition film region is affected by disjoining pressure and capillarity.
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2.1. Adaptation of the Kelvin equation

For a curved surfaces as shown in Fig. 2, the local thermophysics can
vary along the liquid–vapor surface due to curvature and anisotropic
stresses arising in thin liquid films. Fig. 2 delineates the different
regions of a meniscus according to the dominant liquid pressure com-
ponent. The interface shape of the bulk meniscus region is governed
by capillary pressure. At sub-micron liquid thicknesses the disjoining
pressure (net pressure reduction due to intermolecular forces) increases
so that capillary and intermolecular forces become comparable. This
mechanical effect reduces the local evaporation flux. In the nano-scale
adsorbed film region, evaporation is further suppressed by disjoining
pressure. In contrast, thermal resistance decreases with liquid thickness
resulting in a higher heat flux from the wall through the liquid and a
higher local evaporative flux in the transition film region. The inter-
play between thermal and mechanical effects generates a non-uniform
evaporative flux with a peak occurring in the transition film region, an
observation reported in numerous studies [35,59–62].

Wayner et al. [36] initiated the modern use of an adapted Kelvin
equation to model the effect of curvature and disjoining pressure on
phase change. Our starting point for this thermodynamic model is [34,
63,64]:

ln
( 𝑃𝑣,𝑙

𝑃𝑣,𝑅

)

=
�̄�ℎ𝑙𝑣
�̄�𝑇𝑣𝑇𝑙,𝑖

(

𝑇𝑙,𝑖 − 𝑇𝑣

)

+
�̄�𝑙

�̄�𝑇𝑙,𝑖

(

𝛱 + 𝜎𝐾 +𝐾𝛥𝜎𝑝

)

(11)

where 𝛱 is disjoining pressure, 𝜎 is surface tension, 𝐾 is interface
curvature, �̄� is molar volume, and ℎ𝑙𝑣 is the latent heat of vaporization.
This formulation is derived using the Gibbs–Duhem and Clapeyron
equations and by integrating pressure from a reference state to the
absorbed film region dominated by disjoining pressure. The reference
state, denoted as 𝑃𝑣,𝑅, is saturated vapor pressure over a bulk liquid
layer where curvature and disjoining pressure are equal to zero. 𝑃𝑣,𝑙
is the vapor pressure at the liquid interface temperature 𝑇𝑙,𝑖. The
change in surface tension due to pressure, 𝛥𝜎𝑝, likewise is the difference
between the planar, saturated state and the absorbed film. For this
work it was assumed that 𝛥𝜎𝑝 = 0. Implicit in this derivation is the
requirement that pressure and temperature jumps across the liquid–
vapor surface are small and the molar density of the vapor is much
smaller than the liquid.

The coefficients on the temperature and pressure potentials in
Eq. (11) can be related to the most probable velocity of a vapor
molecule, 𝑐𝑅.
�̄�𝑙
̄ = �̄�

̄ = 2
2

(12)
4

𝑅𝑇𝑣 𝜌𝑙𝑅𝑇𝑣 𝜌𝑙𝑐𝑅 s
he Kelvin equation can then be written as:

n
( 𝑃𝑣,𝑙

𝑃𝑣,𝑅

)

=
(

1 −
𝑇𝑣
𝑇𝑙,𝑖

)

(

ℎ𝑙𝑣
𝑐2𝑅∕2

)

+
(

𝑇𝑣
𝑇𝑙,𝑖

)

(

𝛱 + 𝜎𝐾
𝜌𝑙𝑐2𝑅∕2

)

(13)

The log of the pressure ratio can be expanded in a Taylor series
centered at unity, which can be truncated after the first term if 0.975 <
𝑃𝑣,𝑙∕𝑃𝑣,𝑅 < 1.025. Using this approximation along with Eq. (7), the
Kelvin equation reduces to:

𝑃𝑣,𝑙

𝑃𝑣,𝑅
= 1 +

(

1 −
𝑇𝑣
𝑇𝑙,𝑖

)

(

𝜌sat
𝑣 ℎ𝑙𝑣
𝑃𝑣,𝑅

)

+
(

𝑇𝑣
𝑇𝑙,𝑖

)

(

𝜌sat
𝑣
𝜌𝑙

)

(

𝛱 + 𝜎𝐾
𝑃𝑣,𝑅

)

(14)

common practice is to directly substitute equation (14) for the
ressure ratio 𝑃𝑣,𝑙∕𝑃𝑣 in the kinetic model of phase change. But this
orces 𝑃𝑣 = 𝑃𝑣,𝑅 and implies thermal equilibrium and 𝛱 = 𝐾 = 0 due
o the choice of integrands used to derive equation (11). The reference
tate selected was saturation over a planar, bulk liquid layer, that may
ot exist relative to the actual liquid surface being studied; for example
highly curved meniscus or drop. A more appropriate reference state
ight be the equilibrium state (thermal and mechanical) in which

nterfacial effects on the normal stress condition are considered a priori,
ut the derivation is beyond the scope of this paper.

A reasonable alternative to arbitrarily setting 𝑃𝑣 = 𝑃𝑣,𝑅 is to
ssume, for a relatively large liquid surface, that the reference state
s equivalent to the saturation state of the vapor, 𝑃𝑣,𝑅 = 𝑃 sat

𝑣 (𝑇𝑣). With
his assumption the pressure ratio in Eq. (10) becomes:

𝑃𝑣,𝑙

𝑃𝑣
≈

𝑃 sat
𝑣
𝑃𝑣

+
(

1 −
𝑇𝑣
𝑇𝑙,𝑖

)

(

𝜌sat
𝑣 ℎ𝑙𝑣
𝑃𝑣

)

+
(

𝑇𝑣
𝑇𝑙,𝑖

)

(

𝜌sat
𝑣
𝜌𝑙

)

(

𝛱 + 𝜎𝐾
𝑃𝑣

)

(15)

subject to the following conditions:

1. 𝑃𝑣,𝑅 = 𝑃 sat
𝑣 (𝑇𝑣),

2. 𝜌sat
𝑣 , ℎ𝑙𝑣 are determined at 𝑇𝑣.

3. 0.975 < 𝑃𝑣,𝑙∕𝑃 sat
𝑣 < 1.025.

qs. (10) and (15) are sufficient to determine the accommodation
oefficient, 𝛼, from the cryogenic experiments if 𝑇𝑣, 𝑇𝑙,𝑖, 𝑃𝑣, and 𝑃𝑣,𝑙
re known. The bulk vapor properties, 𝑇𝑣 and 𝑃𝑣, are relatively easy
o measure, but the interface properties, 𝑇𝑙,𝑖 and 𝑃𝑣,𝑙, must be inferred
rom thermal-fluid modeling of the phase-change experiments.

. Cryogenic phase-change experiments

Cryogenic hydrogen and methane phase-change experiments were

pecifically designed to test the dependence or independence of derived
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Fig. 3. Two types of test cell geometries were used (a) cylindrical and (b) conical. The cylindrical cells of various materials (Al 6061 and SS 316) and sizes (10 mm and 30 mm)
were tested.
accommodation coefficients on surface area, contact line area, wettabil-
ity, and curvature. Evaporation and condensation rates were measured
using neutron imaging at the NIST Center for Neutron Research (NCNR)
in Gaithersburg, MD. Neutron scattering cross-sections are large for
hydrogen and methane but small for aluminum and stainless steel. This
allowed for imaging liquid hydrogen and methane through both the
cryostat and test cell. Two different test cell configurations, shown in
Fig. 3, and two materials (Al 6061 and 316L SS) were used to inves-
tigate the role of liquid surface area, surface curvature, and apparent
contact line length on the derived value of accommodation coefficients.
Cylindrical test cells with an inner diameter of 10 mm and 30 mm were
fabricated from 6061 Al along with a 10 mm 316L SS. The conical test
cell was fabricated from 6061 Al with 5 mm and 30 mm diameters and
a 10 degree conical transition.

Cryogenic hydrogen or methane vapor was introduced into an
evacuated container. Vapor temperature or pressure were then varied
to initiate condensation and evaporation. Neutron imaging was used
to measure the change in liquid volume. This is an attenuation-based
measurement and pixel intensity is related to the thickness of liquid
the neutrons traverse. Fig. 4(a) is a sequence of images showing steady
condensation and then evaporation of liquid hydrogen in a 10 mm Al
6061 cylinder. The liquid surface curvature in the 10 mm diameter was
large 𝐾10mm ≈ 400m−1 for a perfectly wetting liquid. The curvature in
the 30 mm diameter test cell is 𝐾30mm ≈ 67m−1 while the curvature
in the 5 mm diameter section of the conical cell is 𝐾5mm ≈ 1250m−1.
The curvature in the 10 degree transition portion of the conical cell
is negligible. Ideally, and if the models are correctly formulated, the
values of accommodation coefficients derived from experiments are
independent of the choice of test cell used for experiments.

Experiments were conducted over a range of saturation pressures
from 80 to 220 kPa. A typical condensation–evaporation test is shown
in Fig. 4(b). The measured experimental data consists of neutron im-
ages, wall temperatures and vapor pressures [27]. Evaporation/ con-
densation rates were obtained by image processing. Measured rates of
phase change vary between test cells even at the same vapor pressure
because of changes in heat transfer to/from the cryostat. Details on the
neutron imaging experiments, image processing, and data analyses are
available in Bellur et al. [1,24,27,65]. In addition, the entire dataset is
publicly available [28].

4. Modeling the cryogenic experiments

A comprehensive, multi-scale heat transfer model has been devel-
oped to determine local thermophysical quantities, 𝑇 and 𝑃 , along
5

𝑙,𝑖 𝑣,𝑙
the evaporating liquid hydrogen and liquid methane surfaces. Phase
change was modeled using a multi-scale approach comprised of two
submodels, one for the macro-scale meniscus region and the other
for the micro-scale transition film region as delineated in Fig. 1. In
addition, a thermal transport model is used to determine the wall tem-
perature boundary conditions. A full description of the submodels are
available in previously published work [2,26,66] and a brief overview
is provided below.

4.1. Inner wall temperature boundary conditions

The inner wall temperatures are required boundary conditions, but
could not be directly measured. Hence, a thermal transport model was
built in ANSYS/Fluent model to translate the experimentally measured
discrete outer wall temperature measurements into an inner wall tem-
perature distribution. This model accounted for heat conducted along
the test cell holder and through the helium in the cryostat well. The
heat transfer along the test cell holder included five contact resis-
tances that changed with each test configuration. Configuration-specific
contact resistances were determined by applying the ANSYS/Fluent
thermal transport model to an evacuated test cell subjected to thermal
cycling. The thermal transport model was coupled with the multiscale
phase change model to determine the inner wall temperature distri-
bution as shown in Fig. 4(c). The inner wall temperature minima is
observed in the contact line region.

4.2. Macro-scale meniscus region

The local interface temperature, 𝑇𝑙,𝑖, and pressure, 𝑃𝑣,𝑙, along the
liquid–vapor interface were determined by modeling heat transfer
through the liquid domain. The shape of the liquid–vapor interface was
determined using a Young–Laplace fit to the neutron images [65]. For
all tests conducted, the Rayleigh number was well below the critical
value for natural convection and the Peclet number was less than 1.
Hence, heat transport to the liquid–vapor interface was by conduction
through the liquid. A 2D axisymmetric, steady state heat conduction
model was developed in MATLAB and evaluated using the built-in finite
element solver. A uniform mesh with 5 μm triangular elements was
used as a compromise between speed and accuracy. The solution of
the macro-scale meniscus submodel yields the local mass flux �̇�′′ and
local interfacial temperature 𝑇 across the bulk meniscus [2,66].
𝑙,𝑖
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Fig. 4. (a) Condensation and evaporation of liquid hydrogen at 𝑃 sat
𝑣 = 120 kPa in a 10 mm diameter Al 6061 container. The cryostat temperature is used to control phase change

while the vapor pressure is held constant. (b) Total liquid volume determined through image processing. The slope of the linear sections represent condensation/evaporation rates.
(c) Inner wall temperatures determined from the thermal transport model. The red arrow in the 𝑥-axis corresponds to the red arrow in image 6 of 4(a). The datum is the bottom
of the test cell and the contact line region is located at 10 mm. For this test, 𝑇𝑣 = 20.98K.
𝑚

4.3. Micro-scale transition film region

An axisymmetric thin-film evolution equation was derived in cylin-
drical coordinates. The evolution equation includes disjoining pressure,
local curvature, and thermocapillary stresses [2,66]:

ℎ𝑥𝑥𝑥 −
3ℎ2𝑥𝑥ℎ𝑥
1 + ℎ2𝑥

−
ℎ𝑥𝑥ℎ𝑥
(𝑅 − ℎ)

+
ℎ𝑥

(

1 + ℎ2𝑥
)

(𝑅 − ℎ)2
+

𝛾
𝜎

(

1 + ℎ2𝑥
𝑅 − ℎ

+ ℎ𝑥𝑥

)

𝑑𝑇𝑖
𝑑𝑥

+ 1
𝜎
(

1 + ℎ2𝑥
)

1
2

(

𝑑𝑃𝑙
𝑑𝑥

+ 𝑑𝛱
𝑑𝑥

)

= 0 (16)

Here, ℎ is liquid film thickness normal to the container wall, 𝑅 is
the radius of the container, 𝛾 = 𝑑𝜎∕𝑑𝑇 . The disjoining pressure,
𝛱 , is modeled using the polynomial expression 𝐴∕ℎ3 where 𝐴 is the
Hamakar constant. Similar to the macro-scale submodel, 𝑃𝑙 and 𝑇𝑙,𝑖 are
determined through mass and heat balances. Derivation of Eq. (16) and
solution methodology are described in Bellur et al. [2].

The transition film region is treated as a discretized set of control
volumes in order to determine local values of the pressure gradi-
ent 𝑑𝑃 ∕𝑑𝑥. Liquid flow in the transition film is modeled using the
6

𝑙

lubrication approximation:

1
𝑟
𝜕
𝜕𝑟

(

𝑟 𝜕𝑢
𝜕𝑟

)

= 1
𝜇𝑙

𝑑𝑃𝑙
𝑑𝑥

(17)

A no-slip condition is applied at the wall (𝑟 = 𝑅) and a tangential
stress balance equal to 𝑑𝜎∕𝑑𝑥 is applied at the liquid–vapor interface
(𝑟 = 𝑅 − ℎ). The solution for the velocity, 𝑢(𝑟), from Eq. (17) is used
to determine a mass flow rate through discrete control volumes in the
transition film region.

̇ 𝑐𝑣 = 2𝜋 ∫

𝑅

𝑅−ℎ
𝜌𝑙𝑢(𝑟)𝑟𝑑𝑟 (18)

The mass flow rates entering and exiting the control volumes are
balanced by the evaporative flux evaluated using the kinetic model
(Eqs. (10) and (15)).

An energy balance applied to the same set of discretized control
volumes is used to determine 𝑇𝑙,𝑖. The temperature boundary condition
at the inner wall, 𝑇w is determined in the same manner as for the
macro-scale submodel. Steady heat conduction through the liquid film
is:

𝑘 𝜕 (

𝑟 𝜕𝑇
)

= 0 (19)
𝑙 𝜕𝑟 𝜕𝑟
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Fig. 5. Algorithm used to solve for �̂� begins with a guess of 0.5. Using experimental data (interface shape, wall temperature and vapor pressure) as inputs, the macroscale submodel
s solved first and is truncated at ℎ𝑡𝑟. The end point conditions from macroscale submodel is used as a starting point for the microscale model ensuring continuity of mass flux

and temperature profiles. The microscale submodel is solved in a direction of reducing thickness till an adsorbed film (ℎ𝑎𝑑 ) is reached. At the end of each submodel, the local
mass flux is integrated over the interface to obtain �̇�macro and �̇�micro. �̂� is determined iteratively such that �̇�exp = �̇�macro + �̇�micro.
At the wall (𝑟 = 𝑅), the temperature is that determined using the
exterior temperature measurements and the ANSYS/Fluent model of
the cryostat. The heat conduction to the liquid–vapor interface is
balanced by the rate of phase change.

𝑘𝑙
𝑑𝑇
𝑑𝑟

|

|

|

|𝑟=𝑅−ℎ
= �̇�′′ℎ𝑓𝑔 (20)

The interfacial temperature distribution in the transition film region is
obtained by integrating Eq. (19).

𝑇𝑙,𝑖(𝑥) = −
ℎ𝑓𝑔
𝑘𝑙

(

𝑅 − ℎ
)

ln
( 𝑅
𝑅 − ℎ

)

�̇�′′ + 𝑇𝑤(𝑥) (21)

where 𝑇𝑤(𝑥) is the inner wall temperature distribution.
The evolution equation (16) is integrated from ℎ𝑡𝑟, where the dis-

joining pressure effects are negligible, to the adsorbed film where ℎ𝑥 =
0 and disjoining pressure effects are dominant. This integration path is
opposite to most previous solutions which integrate from the absorbed
film towards the bulk meniscus. The traditional approach exhibits an
extreme sensitivity to the choice of a boundary condition for ℎ𝑥𝑥 in
the absorbed film region. The approach used here allows for closure
without forcing the rate of phase change to be zero in the absorbed
7

film region [2].
4.4. Solution scheme

The solution of the multi-scale modeling approach is outlined in
Fig. 5. It begins with evaluation of the macro-scale submodel. Local
temperature and mass flux profiles are solved from the center of the
meniscus to a predetermined ‘‘cut off’’ point defined to be the entrance
of the transition region where the film thickness is ℎ𝑡𝑟 (see Fig. 1). The
micro-scale submodel is then evaluated from ℎ𝑡𝑟 to the point where the
liquid–vapor interface slope reaches zero. The liquid film is considered
to be an adsorbed film when ℎ𝑥 = 0.

The ‘‘cut-off’’ value of ℎtr = 10 μm was selected for two reasons.
First, at this liquid film thickness disjoining pressure is < 0.01% of
the capillary pressure for all test configurations. Second, 10 μm is
the optical limit of the imaging system with which local liquid–vapor
interface curvature is measured. Continuity of film thickness, film
slope, and temperature is maintained at ℎ𝑡𝑟.

5. Interfacial temperature and mass flux profiles

A typical profile of the calculated interfacial temperature jump
along an evaporating hydrogen surface is shown in Fig. 6(a). The

temperature jump and the mass flux evidently reach a peak in the
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Fig. 6. Predicted liquid–vapor interface temperature jump and mass flux profiles for an evaporating hydrogen meniscus in a 10-mm diameter aluminum container at 𝑃𝑣 = 121.3 kPa.
w
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transition film region. The existence of a non-uniform temperature
jump results in thermocapillary effects which are accounted for using a
free surface boundary condition in the mass balance of micro-scale sub-
model. For purposes of the current discussion, the multi-scale approach
can be thought of as a tool to obtain the local interfacial temperature
(Fig. 6(a)) and mass flux (Fig. 6(b)) along the liquid–vapor interface.
The local mass flux is integrated over the interfacial area to obtain
the net evaporation rate. The drift-velocity corrected accommodation
coefficient �̂� is determined by iteratively matching the evaporation
rates between the multi-scale model and experiments.

Fig. 6(a) presents a challenge to the long-established thought that
a pure liquid–vapor interface cannot exhibit a temperature variation
along the surface due, in part, to kinetic theory. Any temperature
perturbation is thought to be saturated by localized evaporation and
condensation. This may well be the case for large, flat liquid surfaces
with little to no heat transfer and a 90◦ contact angle; in other words,
he liquid–vapor surface is in thermal equilibrium. The cryogenic hy-
rogen and methane evaporation experiments stand in contrast to this
quilibrium-based premise because of heat transfer from the container
all through the liquid. The heat conduction path through the liquid
aries with a long conduction path to the meniscus centerline and a
ery short conduction path through the transition film region. This
ustained heat transfer results in a liquid–vapor interface that is not
n thermal equilibrium.

. Accommodation coefficients for hydrogen and methane

The primary complication in evaluating all kinetic theory expres-
ions is that the interfacial liquid temperature, 𝑇𝑙,𝑖, and coefficients 𝛼𝑐
nd 𝛼𝑒 are unknown in Eqs. (10) and (15). Even if 𝑇𝑙,𝑖 is measured or
pproximated, there remain two unknowns, 𝛼𝑐 and 𝛼𝑒. This necessitates
he assumption that 𝛽 = 1 in Eq. (10). This assumption is also necessary
ince the cryogenic phase-change experiments were conducted in an
pen configuration and there are insufficient constraints to determine
oth coefficients.

Values of �̂� derived for a range of evaporation test conditions and
est cell configurations are shown in Table 1, and plotted against
educed vapor pressure in Fig. 7. Uncertainties in �̂� are due to un-
ertainties arising from temperature, pressure and neutron imaging
easurements [66]. The dominant factor in the uncertainty is the outer
all temperature measurements. For hydrogen tests at 20 K this was
0.25 K. For methane tests at 100 K this was ±1 K. There is also ambigu-

ty in estimates of disjoining pressure. Sensitivity studies to variations
n disjoining pressure were examined by varying the Hamaker constant
8

a

Table 1
Values of �̂� for a range of test conditions. �̇�exp is the experimentally
determined evaporation rate. Test Cell designations are 1: 10 mm Al,
2: 10 mm SS, 3: 30 mm Al.

𝑃𝑣, kPa Test cell �̇�exp, μg/s �̂�

H2

88.90 1 55.20 0.41 ± 0.08
88.32 2 17.27 0.41 ± 0.11

121.30 1 55.50 0.39 ± 0.07
120.90 2 16.43 0.40 ± 0.13
121.94 3 102.70 0.34 ± 0.11

201.05 1 93.12 0.39 ± 0.08
201.96 2 21.39 0.32 ± 0.11

218.92 1 77.31 0.27 ± 0.09
226.84 2 76.31 0.19 ± 0.11

CH4

87.16 1 28.35 0.69 ± 0.20
88.01 1 27.10 0.68 ± 0.21

121.88 1 11.31 0.85 ± 0.25
144.58 1 72.92 0.74 ± 0.24

157.57 1 164.03 0.89 ± 0.19
186.62 1 50.20 0.86 ± 0.18

by an order of magnitude. This variation changed the thickness of the
absorbed film by 40%, but the resulting changes in �̂� were less than
0.1%.

The accommodation coefficients determined for methane are greater
than those for hydrogen, which is consistent with prior molecular dy-
namics simulations that indicate �̂� increases with increasing molecular

eight [67]. �̂� for hydrogen decreases with increasing vapor pressure.
his decrease is consistent with both molecular dynamics studies
68,69] and experiments [16]. At low 𝑃𝑣, the mean free path is high.

Hence, a molecule that leaves the liquid and enters the vapor phase
has a very low probability of interacting with another vapor molecule
before striking the container wall. In other words, the molecule has a
lower probability of reflection resulting in a higher �̂�. As 𝑃𝑣 increases,
the mean free path decreases and molecules that leave the liquid have
a very high probability of reflection resulting in a lower value of �̂�. This
can be easily verified by looking at the limit of 𝑃𝑣 → 𝑃c where 𝛥𝜌 → 0.
At the critical point, there is no potential for phase change and �̂� must
theoretically reduce to zero.

The key observation from Table 1 and Fig. 7 is that �̂�H2 appears to
be invariant to container size and material when curvature, disjoining
pressure and drift velocity are considered in the underlying multi-scale
model, at least to within the experimental uncertainty. Values of �̂�H2
re 0.4 at 𝑃 = 121 kPa even though evaporation rates vary by an
𝑣
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Fig. 7. The hollow circles denote methane evaporation tests and filled triangles are for hydrogen. Orientation of the triangle corresponds to different test containers. Only one
container (10 mm Al) was used in the methane tests.
Fig. 8. Comparison of the accommodation coefficient computed with (�̂�) and without (𝛼) the drift velocity correction. Methane values are shown by hollow circles while the
hydrogen values are shown by filled triangles.
order of magnitude across the three test cells. Methane evaporation
data is only available for the 10 mm aluminum test cell, but the authors
anticipate a similar response.

6.1. Influence of drift velocity correction

A comparison between 𝛼 and �̂� for both hydrogen and methane is
hown in Fig. 8. The methane values are indicated by hollow circles
nd hydrogen by filled triangles. The agreement between �̂� and 𝛼 is

within experimental uncertainty for accommodation coefficients below
0.4. This suggests that the drift velocity correction might be negligible
for the hydrogen experiments. However, there is significant deviation
between 𝛼 and �̂� for the methane experiments. The uncertainty in 𝛼 is
generally greater than the corresponding value of �̂�. This is simply due
to the scaling 𝛼 = 2�̂�∕(2 − �̂�). The maximum and minimum values of �̂�
were found by iterative matching with experimental uncertainty.

Studies that do not incorporate a drift velocity correction have
reported values of accommodation coefficients greater than unity [37]
9

even though these values ostensibly violate mass conservation. This is
also apparent in Fig. 8 where 𝛼 is greater than 1 when �̂� is greater
than 0.5. The possibility of violating mass conservation combined with
the fact that an equilibrium distribution is used to model an inher-
ently non-equilibrium process has raised concerns over the validity
of the Hertz–Knudsen expression to model liquid–vapor phase change.
Schrage’s approach to drift velocity correction, on the other hand, has
been validated with molecular dynamic simulations [68].

6.2. Effect of the isothermal interface assumption

Most prior studies of continuum-based modeling of liquid–vapor
phase change have assumed a constant temperature over the entire
liquid surface, often setting it equal to saturation and/or bulk vapor
conditions [17,33,51–58]. This reduces the liquid–vapor interface to
an isothermal boundary condition for the kinetic model, which for a

flat interface implies a uniform phase change flux. There are a number
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Fig. 9. (a) Using a typical range of 𝑇𝑖 as seen from the 121 kPa hydrogen evaporation test in 10 mm Al cell. The uncertainty is experimental. (b) Comparison of the accommodation
oefficient computed with (�̂�𝑖𝑠𝑜) and without (�̂�) the isothermal temperature assumption for an area weighted average temperature. �̂�𝑖𝑠𝑜 is larger than the corresponding �̂� using an

area weighted average for 𝑇𝑖,𝑖𝑠𝑜. The uncertainty in �̂�𝑖𝑠𝑜 is larger due to added contribution from the estimation of a single-point, isothermal temperature. Upper and lower bounds
correspond to minimum and maximum isothermal temperature choices, respectively.
E
b
a
o

a
t
i
n
v
r
E
c

of reasons for using this assumption including simplicity in thermal
modeling and the commonly held presumption that a pure liquid–vapor
system cannot sustain a temperature gradient along an evaporating or
condensing interface. If 𝑇𝑙,𝑖 = constant (henceforth called 𝑇𝑖,𝑖𝑠𝑜), then
the accommodation coefficient (denoted as �̂�𝑖𝑠𝑜) can be determined
using Eq. (10) without the need for a continuum model of heat transfer
through the liquid.

For the test conditions shown in Fig. 6(a) and the inset of Fig. 9(a),
the computed interfacial temperature jump, 𝑇𝑙,𝑖 − 𝑇𝑣, varies between
10−5 K and 0.15 K. A representative isothermal interface temperature
jump, 𝑇𝑖,𝑖𝑠𝑜 − 𝑇𝑣, could be selected based on two bounding values: a
minimum value at the axisymmetric center of the interface or a maxi-
mum value at the container wall in the thin film region. For hydrogen at
121.3 kPa in the 10 mm Al test cell, the minimum 𝑇𝑖,𝑖𝑠𝑜 is 21.0 K while
the maximum value is 21.13 K. Accommodation coefficients determined
through this forced isothermal approach are referred to as �̂�𝑖𝑠𝑜. Fig. 9(a)
shows that �̂�𝑖𝑠𝑜 can vary by an order of magnitude based solely on
the choice of 𝑇𝑖,𝑖𝑠𝑜. The area weighted average value of the interfacial
temperature jump 𝑇𝑖,𝑖𝑠𝑜 − 𝑇𝑣 is generally low (around 0.01 K) due to
the large area contribution from the bulk meniscus as opposed to the
small transition region area. Values of �̂�𝑖𝑠𝑜 computed for three different
choices of 𝑇𝑖,𝑖𝑠𝑜 − 𝑇𝑣 with data from the three different test cells are
shown in Table 2. For 𝑇𝑖,𝑖𝑠𝑜 − 𝑇𝑣 = 0.01, K the values of �̂�𝑖𝑠𝑜 decrease
by approximately 13% when the test cell diameter is increased from
10 to 30 mm keeping the material constant. When the material is
changed from aluminum to stainless keeping the size constant, �̂�𝑖𝑠𝑜
decreases by approximately 50%. The isothermal interface assumption
therefore inherently introduces material and size dependence on the
accommodation coefficient.

Therefore, it is not surprising that prior studies that used an isother-
mal approach perhaps resorted to empirical correction factors [43–49]
or geometric scaling [42]. These findings provide possible explanations
for the three orders of magnitude variation reported in literature [16].
The concept of an isothermal meniscus, used by many and generally
obtained from equilibrium constructs, can lead to erroneous results
even when the temperature variations are small (< 0.2K).

6.3. Comparison to a fluid-independent framework

Nagayama and Tsuruta [70] developed a generalized equation for
the mass accommodation coefficient using transition state theory and
molecular dynamics.

−𝓁∕2(1−𝓁)
10

𝛼 = (1 − 𝓁) 𝑒 (22) a
Table 2
Variation in �̂�𝑖𝑠𝑜 with both interfacial temperature jump (𝑇𝑙,𝑖−
𝑇𝑣) and choice of test cell at approximately the same vapor
pressure.

Test cell 𝑃𝑣 (kPa) 𝑇𝑖,𝑖 − 𝑇𝑣
0.01 0.1 0.2

10 mm Al 121.3 1.02 0.19 0.10
30 mm Al 121.9 0.87 0.14 0.07
10 mm SS 120.9 0.47 0.06 0.03

where 𝓁 is the cube root of the density ratio.

𝓁 =
(

𝜌𝑣
𝜌𝑙

)1∕3
(23)

where 𝜌𝑣 and 𝜌𝑙 are the bulk vapor and liquid densities, respectively.
Fig. 10 compares the values of �̂� from the cryogenic experiments
against Eq. (22). Values of �̂� for methane are in excellent agreement
with the theory of Nagayama and Tsuruta [70]. The agreement with
hydrogen data is also good with measured values slightly below those
predicted by Eq. (22). A select set of accommodation coefficients from
other sources indicate a trend with 𝓁 that is consistent with Eq. (22).
xperiments with water have yielded values close to unity [37,58],
ut these tests were conducted at approximately 1 kPa vapor pressure
t which 𝓁 ≈ 0. Additional studies shown in Fig. 10 are based
n molecular dynamics [19,42,71] and 𝓁 is estimated from number

densities.
There are three potential reasons for the slight deviations in the

case of hydrogen. First, the ideal gas simplifications may not strictly
hold for hydrogen where the ratio of liquid-to-vapor mass density
is relatively small and the vapor is close to saturation conditions.
The compressibility factor for hydrogen at 20 K is estimated to be
𝑍 = 0.91 [72]. Second, hydrogen was assumed to be in the para state
and transition to ortho was not considered in the energy balance. This
assumption is based on an equilibrium para concentration that is > 99%
t the normal boiling point with the time-scale for self-conversion on
he order of weeks [73,74]. Finally, �̂� is assumed uniform over the
nterface even though the mass flux and interfacial temperature are
ot. This effectively makes the value of �̂� a meniscus-area averaged
alue. The density of the liquid in the transition and adsorbed film
egions could vary from the bulk meniscus region, which based on
q. (22) ought to result in a non-uniform value of the accommodation
oefficient over the liquid–vapor interface. Future investigations into

ll three effects are recommended.
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Fig. 10. The values of �̂� for methane and hydrogen are represented by red circles and triangles respectively. Prior reported data for other fluids are also shown. The data shows
good agreement with the generalized fluid independent transition state theory prediction (Eq. (22)) represented by the solid line.
7. Summary and conclusion

Mass accommodation coefficients have generated considerable de-
bate due to the wide range of reported value for seemingly similar
experiments. Explanations for this discrepancy vary. Some investigators
claim contamination or improper experiments while others argue a
need for geometric shape factors. Based on a combination of neutron
imaging experiments of hydrogen and methane evaporation with com-
plementary multi-scale modeling, some portion of this discrepancy is
found attributable to long-held convictions arising from equilibrium
arguments. That is, a pure liquid–vapor interface has a uniform tem-
perature during phase change. This is convenient when examining
kinetic theory, but it reduces the liquid phase to a passive continuum
boundary and neglects the role of heat transfer. When local liquid
temperature and pressure variations are taken into account, experi-
mentally derived accommodation coefficients for hydrogen exhibit an
invariance to container size, material, and evaporation rate. Neglecting
heat transfer, local variation in thermophysical properties and drift
velocity correction is shown to increase uncertainty in the accommoda-
tion coefficient. Assuming an isothermal interface is not recommended
since it causes inherent variability based on sampling statistics and
introduces material/geometric dependencies.

To the authors’ best knowledge the data presented here are the first
known measurements of the mass accommodation coefficients for cryo-
genic hydrogen and methane. These values are critical to developing
space infrastructure for the upcoming Lunar and Martian missions. The
Schrage expression adapted for curved interfaces (Eqs. (10) and (15))
includes the effect of drift velocity, curvature, disjoining pressure and
local variation in thermophysical properties. The agreement between �̂�
with transition state theory suggests that the coefficient can be well-
characterized and may even be fluid independent. Further evidence of
agreement with other (non-cryogenic) fluids is needed.
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