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 A B S T R A C T

Evaporation is omnipresent in both natural phenomena and engineered devices. Although recent studies 
have progressed our understanding of phase change physics, reliable models to compute interphase mass 
and heat transfer remain elusive. Popular models, such as Lee’s model, rely heavily on tuning coefficients 
that are not universal, posing a significant challenge in many fields. In this work, these challenges are 
addressed through a novel computational approach that uniquely combines kinetic theory of phase change, 
transition state theory and CFD. A new computational routine capable of modeling phase change without 
tuning parameters or coefficient inputs is presented. Vapor temperature is found to play a critical role in 
the accurate prediction of phase change rates. Kinetic models require vapor temperature from within the 
Knudsen layer as inputs to accurately model evaporation rates. Due to the inability of CFD models to capture 
temperature gradients in the Knudsen layer, a new parameter, 𝛾, is introduced to approximate the Knudsen 
layer vapor temperature. The new computational routine is implemented within Ansys Fluent™ with the help 
of User-Defined Functions. Phase change data for hydrogen and methane from recent cryo-neutron experiments 
is compared to computational results to correlate 𝛾 to the average evaporation molar flux, making the routine 
free of all tuning parameters. The coefficient-free model is validated using additional experimental data. Errors 
in the evaporation rate are found to be less than 5%.
1. Introduction

Liquid–vapor phase change is a fundamental phenomenon in count-
less natural and engineering processes, such as in new energy infras-
tructure on Earth and in space. Of pertinent interest are the growing 
applications of cryogenic fuels, which require reliable storage and 
transportation technologies with minimal boil-off [1–4]. However, a 
complete and accurate understanding of evaporation has eluded us for 
centuries [5], in large part due to the multi-scale, multi-physics nature 
of phase change processes. Evaporation from a single-species liquid 
phase to a multi-species vapor phase is limited by the diffusion rate of 
the evaporating molecules through the vapor phase, described by Fick’s 
law [6–8]. On the other hand, evaporation between the liquid and 
vapor phases of the same species is defined by the local kinetic behavior 
of the molecules at the interface. Popular phase change models, such as 
Lee’s model [9], employ tuning coefficients to model the macroscopic 
effects of interfacial kinetic processes.

1.1. Lee’s model

Lee’s model [9] computes the interphase mass transfer as a function 
of the difference between the interface temperature and saturation 
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temperature, 

𝑆m =  𝜙𝑣 𝜌𝑣
𝑇 − 𝑇sat
𝑇sat

, for condensation, if 𝑇 < 𝑇sat

𝑆m =  𝜙𝑙 𝜌𝑙
𝑇 − 𝑇sat
𝑇sat

, for evaporation, if 𝑇 > 𝑇sat
(1)

where 𝑆m is the volumetric mass source term, 𝜙 is the volume fraction 
in the mesh cell, 𝜌 is the density, and 𝑇  and 𝑇sat are the interface and 
saturation temperatures, respectively. Of pertinent interest is , which 
is both a tuning coefficient for the phase change model and a relaxation 
factor for the computation. A review of studies using Lee’s model 
shows major disagreement in coefficient values. Although Lee’s work 
set the value of  to 10−1 s−1 [9], this assumption does not provide 
valid results for all cases. It is common for  to be tuned to match 
experimental data [10,11] or to achieve numerical stability [12,13]. In 
a comprehensive review article, Kharangate and Mudawar [14] found 
values of  ranging eight orders of magnitude from 10−1 to 107 s−1, 
while Kim et al. [15] found coefficient values ranging nine orders 
of magnitude from 10−1 to 108 s−1. Even lower coefficient values 
of 2 × 10−2 s−1 were found in the work of Wang et al. [16] and 
9 × 10−2 s−1 in the work of Yang et al. [17], making the Lee coefficients 
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Fig. 1. Regions of a curved meniscus near a solid wall. The interface ranges from 
millimeter-scale in the bulk region to micrometer-scale in the transition thin film region 
to nanometer-scale in the adsorbed film region. The evaporation mass flux peaks in the 
transition scale, shown in red arrows.

range 10 orders of magnitude in literature. This disagreement in its 
values has made the Lee coefficient a difficult-to-predict non-physical 
parameter typically used to account for any physics not captured by the 
model.

A common approach is to use values from other studies with similar 
physical parameters [12]. However, there is little consistency in the 
coefficient values [18]. Tan et al. [12] reviewed studies where Lee’s 
model was used to simulate thermosiphons and found values of 
ranging from 2 × 10−2 to 102 s−1. Similarly, in the case of microchan-
nels, Fang et al. [19] reported a value of 102 s−1 while Da Riva and 
Del Col [20] used values as high as 107 s−1. Coefficient values are often 
approximated by comparing Lee’s model to the Hertz–Knudsen–Schrage 
model (Eq.  (2)) [10], of which Lee’s model is understood to be a 
simplified form [13,14,21,22]. However, this requires values of the 
accommodation coefficient, 𝛼, as an input.

1.2. Kinetic theory of phase change

The Hertz–Knudsen–Schrage model [23–25] derives from the ki-
netic theory of gases, 

𝑚̇′′ = 2
2 − 𝛼cond

√

𝑀
2𝜋𝑅̄

(

𝛼evap
𝑃 sat𝑙
√

𝑇𝑙
− 𝛼cond

𝑃𝑣
√

𝑇𝑣

)

(2)

where 𝑚̇′′ is the phase change mass flux, 𝛼 is the accommodation 
coefficient, 𝑀 is the molar mass, 𝑅̄ is the universal gas constant, 𝑃 sat𝑙  is 
the saturation pressure at liquid temperature, 𝑃𝑣 is the vapor pressure, 
and 𝑇𝑙 and 𝑇𝑣 are the liquid and vapor temperatures, respectively.

The Hertz–Knudsen–Schrage model was originally developed for a 
planar interface, but in reality, most liquid–vapor surfaces are curved, 
leading to non-uniformity in thermophysical properties. Fig.  1 shows 
the three regions of a curved wetting meniscus in the vicinity of a solid 
wall. In the millimeter-scale bulk region, capillary pressure is dominant 
and interface curvature is mostly constant. The meniscus forms a 
film that eventually reaches a nanometer-scale adsorbed film region 
where disjoining pressure arising from intermolecular forces becomes 
dominant and suppresses evaporation. The micrometer-scale transition 
thin film region experiences an interplay of both capillary and dis-
joining pressures. Furthermore, thermal resistance due to conduction 
through the thin film reduces with film thickness. For these reasons, 
2 
the liquid–vapor interface is not anticipated to be isothermal and 
consequently, the mass flux is non-uniform. A maximum evaporation 
flux is expected in the transition film region [26–34]. To account for the 
effects of curvature, Wayner et al. [35,36] derived a modified version of 
the Hertz–Knudsen–Schrage equation using the Clapeyron and Gibbs–
Duhem equations. This model was further modified by Bellur et al. [28] 
and presented with nondimensional terms, 

𝑚̇′′ =
(

2𝛼cond
2 − 𝛼cond

)

√

𝑀
2𝜋𝑅̄𝑇𝑣

𝑃𝑣

[

𝛽𝑊

√

𝑇𝑣
𝑇𝑙

− 1

]

where 𝑊 =
𝑃 sat𝑣
𝑃𝑣

+
(

1 −
𝑇𝑣
𝑇𝑙

)

(

𝜌sat𝑣 ℎfg
𝑃𝑣

)

+
(

𝑇𝑣
𝑇𝑙

)

(

𝜌sat𝑣
𝜌𝑙

)

(

𝛱 + 𝜎𝜅
𝑃𝑣

)

(3)

where 𝑃 sat𝑣  and 𝜌sat𝑣  are the saturation pressure and density at vapor 
temperature, respectively, ℎfg is the enthalpy of vaporization, 𝛱 is 
disjoining pressure, 𝜎 is surface tension, and 𝜅 is surface curvature. The 
factor 𝛽 is the ratio of the accommodation coefficients for evaporation 
and condensation, i.e., 𝛽 = 𝛼evap∕𝛼cond. In this study, the evaporation 
and condensation coefficients are assumed to be equal, i.e., 𝛽 = 1, as 
is common in literature [35–39], though recent works have explored 
their inequality [40–42]. The resulting coefficient (𝛼 = 𝛼evap = 𝛼cond) is 
hereafter referred to as the accommodation coefficient. 𝛼 is an essential 
input to all kinetic phase change models. However, nearly a century 
of experimental measurements of the accommodation coefficient have 
not found agreement [28,43]. Marek and Straub [44] reviewed decades 
of experimental studies of water to find reported values spanning four 
orders of magnitude. Despite efforts to tabulate values for various 
substances [39,45–47], data for countless fluids such as cryogenic 
fluids are severely limited [28]. As a result, computational models 
often reduce the accommodation coefficient to a tuning parameter to 
match experimental results [10,48], or assume a constant value of 
unity [49–56].

Although the accommodation coefficient is traditionally described 
as a constant [44,46,47], recent works have shown evidence of tem-
perature dependence [27,42,57–60]. Using a combination of transition 
state theory and molecular dynamics simulations, Nagayama and Tsu-
ruta [61] derived a closed-form description of the accommodation 
coefficient as a function of the ratio of the liquid and vapor densities, 

𝛼 = (1 − 𝓁) ⋅ exp
[

−𝓁
2(1 − 𝓁)

]

𝓁 =
(

𝜌𝑣
𝜌𝑙

)1∕3 (4)

where 𝜌𝑙 and 𝜌𝑣 are the liquid and vapor densities, respectively. Na-
gayama’s model has shown good agreement with molecular dynamics 
data for several hydrocarbons [28,62–64] (blue points in Fig.  2(a)). 
Further, data from cryo-neutron experiments [65] was analyzed by Bel-
lur et al. [28] and shows a promising match to the transition state 
theory (red points in Fig.  2(a)). Fig.  2(b) shows the variation of the 
accommodation coefficient along the saturation curve for hydrogen and 
methane as predicted by Nagayama’s model.

Nagayama’s model allows in situ calculations of the accommodation 
coefficient; this forms the first step towards a coefficient-free model. 
However, additional inputs needed for the kinetic models (Eqs.  (2) and 
(3)) are the pressures, temperatures, and densities of the liquid and 
vapor phases. Of particular interest here is the vapor temperature, 𝑇𝑣. 
Kinetic models require properties obtained close to the liquid–vapor 
interface, typically in the Knudsen layer. However, values of 𝑇𝑣 from 
a macroscale CFD grid may differ from interfacial vapor temperature. 
The following section discusses temperature variation in the Knudsen 
layer and its impact on the phase change calculation.
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Fig. 2. (a) Correlation between recent phase change studies with hydrocarbons and the transition state theory model. Data from molecular dynamics studies are shown in blue, 
and data from experimental studies are shown in red. (b) Variation in the accommodation coefficient along the saturation curves of hydrogen and methane as calculated using 
the transition state theory model.
1.3. Gradients in vapor temperature

Temperature gradients across the interface have long been debated 
in the literature [43]. Liquid–vapor phase change is a non-equilibrium 
phenomenon where temperatures and densities across the interface are 
no longer continuous [64]. The non-equilibrium effects occur in a few 
mean paths from the interface, known as the Knudsen layer, and are 
perceived as temperature discontinuities at the continuum scale and 
have been measured experimentally [66–71]. At sub-continuum length 
scales, molecular dynamics studies have shown large gradients in the 
vapor temperature. Data for Argon reported by Liang et al. [59,72,
73] shows the temperature in the Knudsen layer (𝑇 ∗

𝑣 ) to be 2–3 K 
lower than the bulk vapor temperature (𝑇𝑣) during evaporation. Akkus 
et al. [64] reported the inverse effect (𝑇 ∗

𝑣 > 𝑇𝑣) during condensation. 
Recent experimental studies have probed temperatures at low contin-
uum length scales and corroborated similar vapor temperature gra-
dients [74]. Polikarpov et al. [75] found the Hertz–Knudsen–Schrage 
model to overpredict phase change rates if vapor temperatures are 
taken from outside the Knudsen layer; however, good agreement with 
experimental results was shown if vapor temperatures were taken from 
the upper boundary of the Knudsen layer. Currently, this overprediction 
is suppressed by using unrealistically low values of the accommodation 
coefficient. No models exist to relate the temperature gradients to the 
phase change rates, posing a challenge for continuum-scale models. 
Here, we approximate, 
𝑇 ∗
𝑣 = 𝑇𝑣 (1 − 𝛾) (5)

where 𝛾 ∈ [0, 1) is a reduction factor defined with the help of ex-
perimental data and further discussed in Section 5. After Nagayama’s 
model, the approximation of the Knudsen layer temperature will form 
the second step towards a coefficient-free computational routine. The 
development of the computational routine is described in the following 
section.

1.4. Present study

In this study, we aim to address the issues inherent in almost all pop-
ular phase change models and develop a physics-based computational 
model of evaporation that does not require tuning coefficients. The 
modified kinetic phase change model for curved interfaces developed 
by Bellur et al. [28] forms the basis for the computational routine. 
Nagayama’s model is used for in situ calculations of the accommodation 
coefficient (𝛼). The vapor temperature in the Knudsen layer (𝑇 ∗) is 
𝑣

3 
approximated by reducing the continuum-scale vapor temperature (𝑇𝑣). 
This routine is detailed in Section 4.

This procedure requires values of the reduction factor (𝛾) to be 
known. Data from recent cryo-neutron experiments are used to obtain 
values of 𝛾 for two fluids, hydrogen and methane. In the following 
sections, the experimental setup is recreated as a CFD domain and 𝛾
is tuned until the evaporation rates from the simulations match the 
experimental results. In Section 5, an expression to calculate 𝛾 as a 
function of the area-averaged molar flux (𝐽M) is derived, making the 
phase change calculation free of all tuning parameters. Further, the 
computational routine is validated using additional experimental cases, 
and the final computational routine is presented in Section 5.

2. Phase change experiments

Cryo-neutron phase change experiments conducted at NIST  [65,
77,78] were selected to provide data to help derive values of 𝛾 and 
validate the coefficient-free computational routine. The cryogenic na-
ture of these experiments provides a unique dataset of experimentally 
measured evaporation rates from a single species without any non-
condensables in a well-controlled environment, making it an ideal case 
for the kinetic phase change models. The low evaporation rates and 
high-resolution measurements allow the setup to be modeled in a quasi-
steady state, simplifying the computations. The prior work by Bellur 
et al. [3,79] analyzing the heat transfer and multiscale evaporation in 
this experimental setup further aids the use of the data for the purposes 
of the present study. The experiments investigated phase change in 
hydrogen and methane at pressures from 80–250 kPa. The experiments 
were motivated by a key hurdle for long-term space missions [4,80] 
where understanding and modeling evaporation in these cryogens is 
critical. Storage tanks containing these fluids undergo evaporation, re-
sulting in boil-off and self-pressurization leading to significant losses [1,
2,81–89].

The experiments used a neutron beamline to image the liquid 
volume of hydrogen and methane inside a cryostat during phase change 
(Fig.  3(a)). Evaporation or condensation was induced using a heater 
inside the cryostat. These images were analyzed to characterize the 
change in liquid volume and, therefore, the total evaporation rates [76] 
(Fig.  3(a)). Cylindrical test cells of aluminum (Al 6061) with diameters 
of 10 mm and 30 mm, and stainless steel (SS 316) with a diameter 
of 10 mm were used along with one conical aluminum test cell with 
two cylindrical sections of diameters 5 mm and 30 mm joint by a 10◦
angle. Fig.  3(b) shows an axisymmetric cross-section of the inside of 
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Fig. 3. (a) Selected neutron images from the hydrogen tc4 run1. Bellur et al. [76] analyzed the images to determine the liquid volume over time. (b) An axisymmetric depiction of 
the inside of the cryostat. The relative placement of the solid sections, helium, and hydrogen/methane liquid and vapor are shown. This diagram is not to scale; see supplementary 
materials for to-scale diagrams.
the cryostat, including the test cell containing the hydrogen/methane, 
the helium bath, the heater, and the various solid parts. Details of the 
experiment are available in Ref. [78], and the supporting data can be 
found in the corresponding data article [65]. Data for twenty individual 
experimental runs are used in this study. These are divided into two 
random groups: (1) a training set of sixteen experimental runs (Table 
1) that are used to develop a functional form of 𝛾(𝐽𝑀 ) in Section 5 
and (2) a validation set containing four experimental runs to validate 
the coefficient-free computational routine in Section 6. The following 
section details the CFD setup used to recreate these experimental runs.

3. CFD setup

The setup of the phase change experiments shown in Fig.  3(b) 
is recreated as a computational domain. Detailed drawings with di-
mensions and materials are provided in the supplementary material. 
To accurately model heat transfer through the computational domain, 
temperature-dependent values of specific heat and thermal conductivity 
of aluminum 6061 [90,91], copper [92], and stainless steel 316 [90] 
are used in the simulations. Quad-dominant meshes with over 2.2 × 105
mesh cells are generated for each computational domain. Mesh cell 
sizes range from 2 mm in the helium to 50 μm at solid–solid and fluid–
solid interfaces, 20 μm at the liquid–vapor interface, and 5 μm near 
the contact line (Fig.  4). All simulations in this study are performed 
in Ansys FluentTM using the SIMPLE-C algorithm to solve the incom-
pressible steady-state Navier–Stokes (Eqs.  (6) and (7)) and energy (Eq. 
4 
(8)) equations [10,93].

∇ ⋅ 𝑢 = 𝑆m (6)

𝜌(𝑢 ⋅ ∇)𝑢 = −∇𝑃 + 𝜇∇2𝑢 + 𝜌𝑔 (7)

𝜌∇ ⋅ (𝑢𝐻) = 𝑘∇2𝑇 + 𝑆LH + 𝑆HB, where 𝐻 = ∫

𝑇

𝑇ref
𝑐𝑝 𝑑𝑇 (8)

where 𝑢 is the velocity, 𝑔 is the gravitational acceleration, 𝑐𝑝 is the 
specific heat, and 𝐻 is the sensible enthalpy. 𝑆m is a mass source term 
used to add the evaporating mass to the phase change, 𝑆LH is a heat sink 
term used to account for the latent heat of vaporization, and 𝑆HB is used 
to the set the temperature of the evaporating mass source to the satu-
ration temperature of the fluid. The calculation and implementation of 
the source terms are detailed in the following section. The cell-based 
least squares scheme is used to compute gradients, and the second-
order upwind scheme is used for the pressure, momentum, and energy 
calculations [10]. Under-relaxation factors of 0.3 and 0.7 are used for 
the pressure and momentum calculations, respectively. Simulations are 
solved until all residuals drop below 10−6.

The thermal energy for evaporation is provided by the heater. 
Heat transfer analysis of the experimental setup performed by Bellur 
et al. [3] found (1) convection in the low-pressure helium gas to be 
negligible and (2) significant thermal contact resistance at the solid–
solid interfaces, values of which were determined with the help of 
experimental dry test data. In the present study, the helium domain 
is modeled without convection to improve computational speeds, and 



A. Yasin and K. Bellur Applied Thermal Engineering 276 (2025) 126807 
prior published values of contact resistances are used. Dry test simula-
tions to validate the heat transfer through the computational domain 
are described in Yasin’s MS thesis [94], along with grid sensitivity for 
the computational domain.

Due to the highly wetting nature of their liquid phases, hydrogen 
and methane form menisci with high curvature, meeting the walls 
of the cylindrical test cells at low contact angles [95]. The contact 
angles and menisci shapes were experimentally determined by Bellur 
et al. [79,96] and shown to agree with solutions to the Young–Laplace 
equation for static menisci in right circular cylinders derived by Concus 
[97], 

𝑑ℎ̄(𝜓)
𝑑𝜓

=
sin𝜓

Bo ⋅ ℎ̄ − (sin𝜓)∕𝑟̄ + 𝜆
𝑑𝑟̄(𝜓)
𝑑𝜓

=
cos𝜓

Bo ⋅ ℎ̄ − (sin𝜓)∕𝑟̄ + 𝜆

⎫

⎪

⎪

⎬

⎪

⎪

⎭

(0 < 𝜓 < 𝜋
2
− 𝜃) (9)

where ℎ̄ is the dimensionless height of the meniscus at dimension-
less radial position 𝑟̄, Bo is the dimensionless Bond number, 𝜃 is 
the contact angle, 𝜆 is a parameter that is twice the curvature at 
the apex of the meniscus, and 𝜓 = tan−1(𝑑ℎ̄∕𝑑𝑟̄). Here, the menis-
cus shape is obtained by numerically solving the system of ODEs 
using a variable-step variable-order Adams–Bashforth–Moulton solver 
(ode113 in MATLABTM) inside a bisection search algorithm which 
optimizes the value of the parameter 𝜆 in Eq.  (9) until the following 
boundary conditions are met within an error of 10−9,
ℎ̄(𝜓) = 𝑟̄(𝜓) = 0 at 𝜓 = 0 (10)

𝑟̄(𝜓) = 1 at 𝜓 = 𝜋∕2 − 𝜃 (11)

However, Concus’s ODEs do not account for the effects of disjoining 
pressure, and as a result, the meniscus shape becomes inaccurate in 
the transition thin film region [79]. This region also suffers from 
ill-conditioned computational meshes due to the rapidly decreasing 
distance between the meniscus and the solid wall [29]. Therefore, a
cutoff  is introduced by truncating the curved meniscus at a distance 
of 10 μm away from the solid wall (Fig.  4(b)). All physical phenomena 
below this length scale are ignored in the present study. Bellur et al. 
[79] estimated that the region below 10 μm contributes 5%–22% of the 
total evaporation rate, depending on the size of the test cell.

A mesh size of 50 μm is used in the fluid domains and at the fluid–
solid interfaces. A structured mesh is created along the liquid–vapor 
interface with quadrilateral mesh cells of 20 μm and further refined 
near the cutoff region to a size of 5 μm. The mesh cells along the liquid–
vapor interface are structured such that each mesh cell on one side of 
the interface corresponds to a cell on the other side. This single-cell 
layer on either side of the interface is identified as the active region
(Fig.  4(c)). The use of the active region mesh allows for interfacial 
fluid properties to be obtained from the CFD solution and be used as 
inputs to the phase change model. Evaporating mass is added to the 
vapor active region and allowed to flow out of the pressure outlet (Fig. 
4(a)). No mass is removed from the liquid domain. This simplification 
allows for the setup to be modeled in a quasi-steady state, where the 
interface position is held fixed at an experimentally determined posi-
tion and is justified due to (1) low evaporation rates and (2) negligible 
change in the meniscus shape [76]. The quasi-steady state approach 
reduces the overall computation and allows the simulation results to be 
compared to instantaneous data from the experiments. Evaporation is 
implemented in the active region mesh using source terms (Eqs.  (6) and 
(8)) computed by the computational routine discussed in the following 
section.

4. Computational routine

Source terms allow heat and mass to be added or removed from 
specific mesh cells in the active region. To allow for spatial variation in 
5 
the evaporation mass flux along the length of the meniscus, the routine 
is executed for each mesh cell pair along the meniscus at every iteration 
of the CFD solver. Therefore, a refined and structured interfacial mesh, 
as described in the previous section, is necessary to obtain local fluid 
properties and compute the local evaporation mass flux. Fig.  5 shows 
such a mesh refinement where active region cells on opposite sides of 
the interface are coupled to form mesh cell pairs.

Algorithm 1 Phase change algorithm with reduction factor, 𝛾, as an 
input.
Require: 𝛾 ∈ [0, 1), molar mass, 𝑀 , enthalpy of vaporization, ℎfg, and 
universal gas constant, 𝑅̄ as inputs.
for each mesh cell pair in the active region do
 (1) Query liquid and vapor properties for the current mesh cell 
pair: 𝑃𝑣, 𝑇𝑣, 𝑇𝑙, 𝜌𝑙 and 𝜌𝑣 from the current iteration of the CFD 
solution, and face area, 𝐴cell, volume, 𝑉cell, and curvature, 𝜅 from 
the mesh data.
 (2) Calculate saturation properties 𝑃 sat𝑣 , 𝜌sat𝑣 , and specific heat, 𝑐𝑝
as polynomial functions of 𝑇𝑣, surface tension, 𝜎, as a polynomial 
function of 𝑇𝑙, and disjoining pressure, 𝛱 using Equation (13).
 (3) Calculate the accommodation coefficient, 𝛼, using 𝜌𝑣 and 𝜌𝑙
as inputs to Equation (4).
 (4) Approximate Knudsen layer vapor temperature, 𝑇 ∗

𝑣 , using 𝛾
and 𝑇𝑣 as inputs to Equation (5).
 (5) Calculate the phase change mass flux, 𝑚̇′′, using 𝑇 ∗

𝑣  and other 
required inputs to Equation (3).
 (6) Calculate the latent heat flux, 𝑄̇′′

LH, using 𝑚̇′′ and ℎfg as inputs 
to Equation (14).
 (7) Calculate the volumetric mass source term, 𝑆m, using 𝑚̇′′, 
𝐴cell, and 𝑉cell as inputs to Equation (15).
 (8) Calculate the latent heat source term, 𝑆LH, using 𝑄̇′′

LH, 𝐴cell, 
and 𝑉cell as inputs to Equation (16).
 (9) Calculate the heat balance source term, 𝑆HB, using 𝑆m, 𝑇 sat, 
and 𝑐𝑝 as inputs to Equation (17), where 𝑇 sat is the saturation 
temperature at 𝑃𝑣.
 (10) Return source terms 𝑆m, 𝑆LH, and 𝑆HB to the CFD solver.
end for

The computational routine is summarized in Algorithm 1. It requires 
a value of 𝛾 and experimentally measured temperature and meniscus 
location data as inputs along with physical constants, such as molar 
mass, 𝑀 , enthalpy of vaporization, ℎfg, and the universal gas constant, 
𝑅. In step (1), the liquid and vapor properties for the current mesh cell 
pair are queried from the CFD solver, properties of the mesh cells are 
read from mesh data, and interface curvature, 𝜅, is obtained from pre-
calculated values, which are tabulated for the meniscus shape using a 
well-known 2D formulation for cylindrical geometries [98,99], 

𝜅 = ℎ′′

(1 + ℎ′2)
3
2

+ 1

(𝑅 − ℎ)(1 + ℎ′2)
1
2

(12)

where ℎ = ℎ(𝑥) is the distance between the meniscus and solid wall, 𝑥
is the distance along the axis of the cylinder, and 𝑅 is the radius of the 
cylinder. In step (2), saturation pressure, 𝑃 sat𝑣 , density, 𝜌sat𝑣 , and specific 
heat, 𝑐𝑝 of the vapor phase, and surface tension, 𝜎, are calculated 
using polynomial curve fits of data from the NIST Standard Reference 
Database [100]. Disjoining pressure is modeled using, 

𝛱 = 
ℎ3

(13)

where  is the Hamaker constant [101]. In step (3), the value of the 
accommodation coefficient is calculated using Nagayama’s model. In 
step (4), the continuum-scale vapor temperature, 𝑇𝑣, obtained from the 
CFD solution in step (1) is reduced by a factor 𝛾 to approximate the 
temperature in the Knudsen layer, 𝑇 ∗

𝑣  as discussed in Section 1.3. In 
step (5), 𝑇 ∗ is used to calculate the phase change mass flux, 𝑚̇′′. In step 
𝑣
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Fig. 4. Important features of the computational domain are shown. Approximate mesh sizes in a region are shown as values of 𝛿. (a) The inside of the test cell contains the liquid 
and vapor domains separated by a curved interface. The top of the vapor domain includes a pressure outlet. (b) The meniscus is terminated at a distance of 10 μm away from the 
wall, creating an artificial cutoff  region. (c) A single layer of mesh cells on either side of the interface is marked as the active region. The active region mesh is structured such 
that each cell in the liquid active region is paired with a corresponding cell in the vapor active region. Phase change-related sources and sinks are computed and applied locally 
for each cell pair.
(6), the latent heat loss corresponding to the evaporation mass flux is 
calculated, 
𝑄̇′′
LH = −𝑚̇′′ ⋅ ℎfg (14)

where ℎfg is the latent heat of vaporization of the evaporating species. 
In steps (7) and (8), the evaporation mass flux and the latent heat loss 
are converted to volumetric mass and heat source terms, 𝑆m and 𝑆LH
respectively,

𝑆𝑚 = 𝑚̇′′ ×
𝐴cell
𝑉cell

(15)

𝑆LH = 𝑄̇′′
LH ×

𝐴cell
𝑉cell

(16)

where 𝐴cell is the mesh cell face area adjecent to the interface and 𝑉cell
is the cell volume (Fig.  5). Ansys FluentTM introduces mass sources at 
a reference temperature, 𝑇ref, of 298.15 K [10] (Eq.  (8)). However, the 
evaporating mass must enter the vapor phase at a temperature close to 
the saturation temperature. A heat balance source term, 𝑆HB, is used to 
account for this temperature difference and is calculated in step (9) as, 

𝑆HB = −𝑆m ⋅ 𝑐𝑝 ⋅ (𝑇ref − 𝑇sat) (17)

where 𝑐𝑝 is the specific heat of the vapor phase and 𝑇sat is the saturation 
temperature.

Finally, in step (10), the three source terms, 𝑆m, 𝑆LH, and 𝑆HB, 
are returned to the CFD solver to be applied to the vapor cell. This 
adds the evaporating mass to the vapor cell at saturation temperature 
while removing the associated latent heat of vaporization. The routine 
is implemented in Ansys FluentTM with the help of four User-Defined 
Functions (UDFs) to extract liquid properties from the liquid active 
region and calculate the three source terms in the vapor active region. 
The UDFs allow the source terms to be computed for each mesh cell 
6 
pair along the interface at each iteration of the CFD solver, coupling 
the phase change calculations with the CFD computation. The routine 
described in this section is implemented within the CFD setup described 
in Section 3 to recreate the phase change experiments. The following 
section discusses the results obtained from these simulations.

5. Results and discussion

Using Algorithm 1 and the CFD setup described in Section 3, sixteen 
experimental runs, shown in Table  1 are simulated. Values of the 
accommodation coefficient, 𝛼, are calculated in situ and allowed to 
evolve in each simulation. This method is found to be numerically 
stable and converges to residuals of 10−6 within 103 iterations of the 
CFD solver, after which results are extracted (Fig.  7). In this section, 
interfacial temperature and mass flux data obtained from the CFD 
simulations are presented, and the comparison of computational and 
experimental data is described. Interfacial data is presented along the 
normalized interface length, defined as the ratio of the distance along 
the meniscus to the radius of the cylindrical container (Fig.  4(a)).

Liquid and vapor temperatures increase from the apex of the menis-
cus to the cutoff region, as is expected due to the conductive heat 
transfer from the wall of the test cell (Fig.  6(a)). Similarly, the evap-
oration mass flux is found to increase from the apex to the cutoff but 
suddenly reduces because contributions of the transition thin film are 
not modeled (Fig.  6(b)). A similar mass flux distribution was found by 
the multiscale analysis performed by Bellur et al. [79] where vapor 
properties were assumed constant.

The contributions of capillary and disjoining pressures on the phase 
change rate were found to be several orders of magnitude smaller than 
the thermal contributions because of the near-constant bulk curvature 
and relatively large distance between the interface and the container 
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Fig. 5. The refined mesh near the liquid–vapor interface is shown. A single-cell layer on either side is identified as the active region. Active region mesh cell pairs are made of 
corresponding liquid and vapor cells. The interface is modeled as a wall in Ansys FluentTM, allowing conductive heat transfer but no mass transfer across it. Source terms are 
computed using the field variables from the active region, which are queried at the cell centroids of each mesh cell pair. Mass and heat fluxes are converted to volumetric source 
terms using the cell volume and face area.
Fig. 6. Interfacial properties during evaporation in hydrogen (tc4 run1). The horizontal axis ranges from the apex of the meniscus at the center of the cylindrical test cell to the 
wall of the test cell. (a) Liquid and vapor temperatures increase along the interface length and are greater than 𝑇sat = 20.99 K. (b) Evaporation mass flux is obtained by using 
𝛾 = 10−3 in Eq.  (4). Integrating the mass flux distribution over the interfacial surface area gives a total evaporation rate of 55.4 μg/s.
wall in the bulk meniscus region modeled in this study. The local evapo-
ration mass flux is found to be sensitive to the interfacial temperatures, 
𝑇𝑙 and 𝑇 ∗

𝑣 . Liquid active region temperature, 𝑇𝑙, is found to be greater 
than both vapor temperatures, 𝑇𝑣 and 𝑇 ∗

𝑣 , but their difference is never 
greater than 1 K (i.e., 𝑇𝑙−𝑇 ∗

𝑣 < 1 K). To compare the computational and 
experimental results, the interfacial mass flux is numerically integrated 
over the liquid surface to obtain a total evaporation rate, 

𝑚̇ = ∬𝐴surf
𝑚̇′′ 𝑑𝐴 ≈

𝑁
∑

𝑖=1
𝑚̇′′
𝑖 𝜋 (𝑟2𝑖+1 − 𝑟

2
𝑖 ) (18)

where 𝑚̇ is the evaporation rate, 𝑚̇′′ is the mass flux, 𝐴surf is the 
interfacial surface, 𝑑𝐴 is an area element of the surface, 𝑟 is the distance 
along the test cell radius, and 𝑁 is the number of active region mesh 
cells along the meniscus from the apex to the contact line.

Initially, the reduction factor, 𝛾, is tuned to match experimental 
evaporation rates within an error of 1%. Values of 𝛾 obtained from this 
7 
process are listed in Table  1 and shown in Fig.  8(a). Although 𝛾 appears 
to be a linear function of 𝑚̇, its slope depends on the evaporating fluid 
(hydrogen or methane) and the size of the test cell, shown as different 
trendlines in Fig.  8(a). Data for additional fluids is needed to fully un-
derstand the dependency of 𝛾 and the evaporating fluid. The need for 𝛾
as an input to Algorithm 1 requires 𝛾 to be tuned to match experimental 
data. The ability to predict values of 𝛾 would make the computational 
routine free of all tuning parameters. A universal function to calculate 𝛾
requires eliminating fluid and geometry dependencies. To achieve this, 
we scale the evaporation rate, 𝑚̇, by the molar mass, 𝑀 , (to remove 
the influence of the evaporating fluid) and by the surface area of the 
liquid–vapor interface, 𝐴surf, (to remove the effects of the test cell size), 
leading to the area-averaged molar flux, 

𝐽M = 𝑚̇ (19)

𝑀 × 𝐴surf
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Fig. 7. CFD results of evaporation in hydrogen (tc4 run1). (a) Contour plot of the temperature distribution in the domain. (b) Streamlines in the vapor phase are shown.
Fig.  8(b) shows values of 𝛾 as a function of the area-averaged molar 
flux 𝐽M and all the data points collapse into a single curve. Since 𝛾
represents the physical decrease in interfacial temperature due to the 
non-equilibrium effects of evaporation, it is expected that 𝛾 → 0 as 
𝐽M → 0 and 𝛾 is finite and bounded as 𝐽M → ∞. Therefore, an 
exponential curve fit is used to define a smooth function to calculate 𝛾,
𝛾 = 𝑐1

{

exp(𝑐2 ⋅ 𝐽M) − 1
}

, where, 𝑐1 = −3.1370 × 10−3,

𝑐2 = −9.9679 × 10−1
(20)

Eq.  (20) allows 𝛾 to be calculated in situ as a function of 𝐽M, instead of 
being tuned. Coupling Eq.  (20) with the kinetic mass flux model (Eq. 
(3)) within the computational routine will allow 𝛾 and 𝑚̇′′ to be cal-
culated in-situ without the need for tunable inputs. Algorithm 2 shows 
8 
the modified computational routine, where Eqs.  (3) and (20) are solved 
iteratively, eliminating the need for all tuning parameters (steps 4 and 
5). This new tuning parameter-free method is validated using additional 
experimental runs, detailed in the following section. Major sources of 
uncertainty in this method include the experimental uncertainty in the 
measurements of the evaporation rates [65,76], shown as error bars in 
Fig.  8. Additionally, contributions of the transition thin film region to 
the evaporation rate are not modeled in this study; previously estimated 
to be 5%–22% of the total evaporation rate using a multiscale model 
with guessed values of the accommodation coefficient [79].

The size of the interfacial mesh cells was varied to understand 
the dependency of the phase change calculation on the mesh size. 
Reducing the interfacial mesh size reduces the temperature jump across 
the interface, which in turn leads to reduced evaporation. However, 
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Table 1
Values of the reduction factor, 𝛾, for the different experimental cases.
 Fluid Test cell No. Test cell Run No. Saturation temperature (K) Evaporation rate (μg/s) Reduction factor, 𝛾 
 
H2 tc1 30 mm Al

2 21.0 552.93 1.00 × 10−3  
 3 19.9 59.02 1.25 × 10−4  
 4 19.9 183.99 3.60 × 10−4  
 6 21.6 26.72 5.80 × 10−5  
 
H2 tc2 10 mm SS

1 21.0 16.93 3.00 × 10−4  
 2 19.9 17.27 3.50 × 10−4  
 3 23.0 21.40 3.20 × 10−4  
 H2 tc3 30 mm Al 1 21.0 103.71 1.85 × 10−4  
 
H2 tc4 10 mm Al

1 21.0 54.67 1.00 × 10−3  
 2 19.9 54.95 1.15 × 10−3  
 3 23.0 91.71 1.45 × 10−3  
 

CH4 tc1 10 mm Al

1 121.0 164.03 1.88 × 10−4  
 2 115.4 1359.61 2.00 × 10−3  
 3 111.9 295.61 4.84 × 10−4  
 4 116.8 39.01 5.40 × 10−5  
 5 121.0 50.21 5.54 × 10−5  
Fig. 8. Values of the reduction factor, 𝛾 from Table  1 as a function of (a) the total evaporation rate, and (b) the area-averaged molar flux.
the value of 𝛾 remains consistent since the temperature gradient is 
unchanged. The lack of a thin film model is more apparent when the 
mesh size is reduced, and a cut-off length appropriate for the mesh size 
needs to be picked. The observed variation in the evaporation rate is 
within the expected contribution from the thin film.

6. Validation

Four randomly chosen experimental runs were preserved to serve 
as a validation dataset and are shown in Table  2. This data was not a 
part of the original set used to develop 𝛾(𝐽M) so it serves as a unique 
data subset to validate the non-tuning computational routine given by 
Algorithm 2. The CFD setup described in Section 3 is used along with 
the same UDFs to implement Algorithm 2 in Ansys Fluent. A tolerance 
of 10−10 is used for step (5). Fig.  9 shows the spatial distribution 
of evaporation mass flux and reduction factor, 𝛾, obtained using this 
method. Since Eq.  (20) is derived using a spatially invariant value of 
𝛾; therefore, the distribution of 𝛾 obtained from Algorithm 2 must be 
spatially averaged. This is done by using an averaged value of 𝛾 from 
the prior iteration as an input to compute the local mass flux in the 
next iteration. This method preserves the numerical stability and yields 
a framework where no tuning or input coefficients are needed. The only 
input needed is 𝛾(𝐽 ), which is shown to be both material and geometry 
M

9 
independent. Table  2 compares total evaporation rates obtained using 
this procedure with the experimental data, showing good agreement 
in all cases (<5% error). However, the error tends to increase as 
the test cell size reduces. This is explained by the higher fraction of 
transition thin film evaporation in the smaller test cells. Bellur et al. 
[79] analyzed the relative contributions of the different regions of the 
interface to the total evaporation rate and reported the transition thin 
film contributions to be two to four times higher in the 10 mm test cells 
than the 30 mm test cells matching the trend seen in Table  2.

7. Summary and conclusion

Popular models of liquid–vapor phase change, such as the Lee 
model, rely heavily on tuning coefficients to compute the evaporating 
mass transfer. A review of recent literature shows values of the Lee 
coefficient spanning ten orders of magnitude, with little agreement in 
coefficient values between similar studies. This makes the Lee coeffi-
cient hard to predict and the model difficult to implement. On the other 
hand, kinetic theory-based phase change models require values of the 
accommodation coefficient as input. Although the accommodation co-
efficient is a physics-based parameter, experimental data from close to 
a century of studies provide values spanning three orders of magnitude 
for water, while little data exists for cryogenic fluids.
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Table 2
Comparison of results from the non-tuning algorithm and experimental data.
 Fluid Test cell No. Test cell Run No. Saturation temperature (K) Experimental evaporation rate (μg/s) Modeled evaporation rate (μg/s) Relative error 
 H2 tc1 30 mm Al 1 21.0 234.69 237.93 1.38%  
 8 22.5 885.75 882.65 0.35%  
 H2 tc2 10 mm SS 5 23.0 76.74 73.09 4.76%  
 H2 tc4 10 mm Al 4 23.0 76.41 79.67 4.27%  
Algorithm 2 Non-tuning phase change algorithm.
Require: Molar mass, 𝑀 , enthalpy of vaporization, ℎfg, and universal 
gas constant, 𝑅̄ as inputs.
for each mesh cell pair in the active region do
 (1) Query liquid and vapor properties for the current mesh cell 
pair: 𝑃𝑣, 𝑇𝑣, 𝑇𝑙, 𝜌𝑙 and 𝜌𝑣 from the current iteration of the CFD 
solution, and face area, 𝐴cell, volume, 𝑉cell, and curvature, 𝜅 from 
the mesh data.
 (2) Calculate saturation properties 𝑃 sat𝑣 , 𝜌sat𝑣 , and specific heat, 𝑐𝑝
as polynomial functions of 𝑇𝑣, surface tension, 𝜎, as a polynomial 
function of 𝑇𝑙, and disjoining pressure, 𝛱 using Equation (13).
 (3) Calculate the accommodation coefficient, 𝛼, using 𝜌𝑣 and 𝜌𝑙
as inputs to Equation (4).
 (4) Set an initial value for 𝛾 and calculate 𝑇 ∗

𝑣  using 𝛾 and 𝑇𝑣
as inputs to Equation (5).
 (5) Iterate between Equation (3) to calculate the phase 
change mass flux, 𝑚̇′′, Equation (19) & (20) to calculate 𝛾, and 
Equation (5) to calculate 𝑇 ∗

𝑣  until 𝑚̇′′ converges to a desired 
tolerance.
 (6) Calculate the latent heat flux, 𝑄̇′′

LH, using 𝑚̇′′ and ℎfg as inputs 
to Equation (14).
 (7) Calculate the volumetric mass source term, 𝑆m, using 𝑚̇′′, 
𝐴cell, and 𝑉cell as inputs to Equation (15).
 (8) Calculate the latent heat source term, 𝑆LH, using 𝑄̇′′

LH, 𝐴cell, 
and 𝑉cell as inputs to Equation (16).
 (9) Calculate the heat balance source term, 𝑆HB, using 𝑆m, 𝑇 sat, 
and 𝑐𝑝 as inputs to Equation (17), where 𝑇 sat is the saturation 
temperature at 𝑃𝑣.
 (10) Return source terms 𝑆m, 𝑆LH, and 𝑆HB to the CFD solver.
end for

Fig. 9. Spatially varying mass flux and 𝛾 for the hydrogen tc4 run4 case obtained 
using the Algorithm 2.

In this study, a novel approach to modeling evaporation without 
tuning coefficients is presented. A new computational routine is de-
veloped and implemented within traditional CFD setups. Values of 
the accommodation coefficients are calculated in-situ using local ther-
mophysical properties queried from the CFD solver as inputs to a 
10 
Transition State Theory expression (Eq.  (4)). The vapor Knudsen layer 
temperature, 𝑇 ∗

𝑣 , is approximated by reducing the macroscopic vapor 
temperature, 𝑇𝑣, by a fraction 𝛾. The values of 𝛼 and 𝑇 ∗

𝑣 , along with 
other thermophysical properties, are used as inputs to the kinetic phase 
change model (Eq.  (3)) to calculate the local evaporation mass flux, 
𝑚̇′′. Source terms to simulate the evaporating mass transfer entering 
at saturation temperature and the latent heat loss are calculated and 
implemented on the vapor side of the interface.

With the help of the computational routine, CFD simulations are 
used to recreate phase change experiments in Ansys FluentTM. User-
Defined Functions are used to implement the routine in Ansys FluentTM. 
Values of the reduction factor, 𝛾, are obtained by tuning 𝛾 until the 
resulting evaporation rate matches the experimental data within 1% 
relative error. Values of 𝛾 obtained from this process are found to be 
a strong function of the area-averaged molar flux, 𝐽M. The function 
(Eq.  (20)) forms a system of equations with the kinetic model (Eq. 
(3)) that allows 𝛾 and the evaporation mass flux to be calculated 
simultaneously within the computational routine. The computational 
routine is modified (Algorithm 2) to solve Eqs.  (3) and (20) to 𝑚̇′′ and 
𝛾 along the interface.

A two-step process is introduced where the distribution of 𝛾 from 
Algorithm 2 are spatially averaged and used as an input to Algorithm 
1. Four new random experimental runs are used to validate this process. 
Computed phase change rates show excellent agreement with the exper-
imental measurements with relative errors below 5%. Higher errors are 
observed in smaller (10 mm) test cell cases, while the larger (30 mm) 
test cell cases produce relative errors below 1%.

The computational routine developed in this study models evap-
oration mass and heat transfer in CFD setups without any tuning 
parameters. The model is derived using data for hydrogen and methane 
but offers a framework for the method to be expanded to other species 
and multiscale menisci. Conclusions from the study are summarized:

• Using Transition State Theory allows for in-situ calculation of the 
accommodation coefficient and provides a basis for a numerically 
stable tuning-free phase change model.

• Kinetic phase change models are found to be sensitive to the 
temperature of the vapor phase. Variations of a few percent in 𝑇𝑣
can cause deviations of an order of magnitude in the evaporation 
mass flux.

• Approximating the temperature in the vapor Knudsen layer using 
𝛾 greatly improves the accuracy of the model while allowing for 
spatial variations in the evaporation mass flux.

• The use of the area-averaged molar flux and 𝛾 suggest the method 
is independent of interface size, container material, and fluid.

• The errors in the total evaporation rate obtained using this 
method are within 5% of experimental measurements, signifi-
cantly lower than the errors typically seen with tunable models.
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