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« Injection rate and contact angle govern invasion and saturation in porous media.
« Isothermal surfactants enhance saturation at low flow rates via wettability change.
« Thermoresponsive surfactants shift flow from fingering to stable displacement.

ARTICLE INFO

Keywords:

Pore-scale modeling

Porous media transport
Two-phase flow

Thermally responsive surfactants

* Corresponding author.

ABSTRACT

Recent experiments with temperature-sensitive surfactants have demonstrated the ability to reversibly toggle
the wettability of an oil-water system. This novel curvature switching mechanism changes the direction of
capillary pressure and as a result influence pore scale transport. This mechanism has the potential for active
control of porous media transport mechanics. To that effect, a dynamic pore network model is developed
to couple multiphase flow with thermal transport. The model accounts for temperature-sensitive surfactant-
driven curvature switching and explores its impact on flow regimes, wettability, and interfacial tension.
Simulations were conducted where a hydrophobic oil saturated porous network was injected with water
(with and without surfactants). Initial simulations without surfactants or thermal effects show that higher
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injection rates favor viscous fingering, while lower rates promote capillary fingering. Isothermal surfactant
flooding reduces capillary forces by altering both surface tension and contact angle. This partially stabilizes
the invasion front and increases network saturation by up to 30% for unfavorable mobility ratios (M < 1)
at low injection rates. However, at higher injection rates, isothermal surfactants become less effective,
and the viscous fingering regime remains largely unchanged. We report that using temperature-sensitive
surfactant flooding, the flow pattern could be successfully altered. An otherwise viscous fingering regime
could be converted to stable displacement under moderate heat loads (Q, = 0.05W), leading to a 31.2%
increase in network saturation. However, excessive heating (Q, = 0.1 W) reintroduces fingering near the
inlet due to elevated capillary pressures. These results demonstrate that heat rates influence the pore scale
displacement, allowing for programmable switching between viscous fingering to stable displacement for
appropriate temperature-sensitive surfactants. This study highlights the potential of temperature-sensitive
surfactants to optimize multiphase transport in porous materials, offering insights for applications in enhanced
oil recovery, microfluidics, and beyond.

Nomenclature

Acronyms

2D

CF
CMC
DNS
IMPES
LBM
LS
PNM
SD

VF
VoF
C15TAB
C;4OH

Symbols

~

=

Greek symbols

m Q9 D < T

Two-dimensional

Capillary fingering

Critical micelle concentration
Direct numerical simulation
Implicit pressure explicit saturation
Lattice Boltzmann method

Level set

Pore network modeling

Stable displacement

Viscous fingering

Volume of Fluid
Octadecyl-trimethyl-ammonium bromide
Hexadecanol

Inlet cross-section area (cm?)
Specific heat (J/g °C)

Capillary number (-)

Pressure difference (dyn/cm?)
Permeability (cm?)

Thermal conductivity (W/cm °C)
Throat length (cm)

Viscosity ratio (-)

Capillary pressure (dyn/cm?)
Péclet number (-)

Injection rate (cm?/s)

Conduction heat transfer (W)
Local volumetric flow rate (cm3/s)
Thermal resistance (°C/W)
Fraction of the liquid phases inside the
throat (-)

Temperature (°C)

Meniscus position (cm)

Viscosity (Poise)

Void space volume (cm?)
Density (g/cm?)

Surface tension (dyn/cm)
Contact angle (°)
Porosity (-)

Superscripts/Subscripts

i, j Pore or node index

ij Throat connecting pores i and j

eff Effective

g global

s Solid

t Throat

T Thermal

n Time step

Numbers

1 Defending fluid
Invading fluid

1. Introduction

Two-phase flow in porous media has been a major focus of re-
search over the last two decades, driven by the diverse flow patterns
that arise from variations in viscosity, wettability, interfacial tension,
and displacement rate [1]. Two-phase porous transport finds appli-
cations in various fields, including oil recovery [2], hydrology [3],
geothermal energy extraction [4], CO, sequestration [5], contami-
nant transport [6], fuel cell [7], food and textile industries [8,9], and
biomedical engineering [10].

Investigating transport in porous media is challenging due to pore
morphology and environmental conditions. Experimental methods
(e.g., micro-CT, SEM/TEM) offer great insight but are often cost and
time prohibitive. The results are also sensitive to material properties,
sample preparation, and testing conditions. Analytical solutions are typ-
ically limited to idealized systems with steady-state and specific bound-
ary conditions, which restricts their real-world applicability [11,12]. As
a result, numerical approaches have emerged as a reliable alternative.
These methods provide a cost-effective and precise means to predict
local transport phenomena (e.g., diffusion and permeation) while en-
abling systematic variations in parameters such as pore geometries,
fluid properties, and boundary conditions.

Traditional numerical approaches based on Darcy theory fails to
adequately capture pore-scale phenomena such as dynamic capillary
effects, fluid-fluid interface movements, and wettability changes. Ad-
vanced numerical microscale modeling is needed to address these
complexities [2,13]. Pore-scale models for two-phase flow can gen-
erally be classified into three main categories: (1) direct numerical
simulation (DNS), (2) lattice Boltzmann method (LBM), and (3) pore
network modeling (PNM). DNS methods, such as volume-of-fluid (VoF)
and level-set (LS) [14,15], explicitly resolve pore structures and fluid
dynamics. DNS is capable of simulating flow in any pore space ge-
ometry without requiring geometric simplifications. However, DNS
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methods are computationally intensive for micro- and nanoscale do-
mains. In capillary-dominated flows, DNS methods often suffer from
numerical errors caused by inaccurate approximations of fluid—fluid
interface curvatures, resulting in spurious currents [1]. LBM [16] op-
erates at the mesoscale. It treats the fluid as particles that move and
collide on a lattice grid, making it especially suitable for complex fluid
dynamics problems in porous materials. While LBM provides a compu-
tationally efficient alternative to DNS, it becomes inefficient for systems
with tens or hundreds of interconnected pores in each direction, as
it is both time-consuming and limited to small pore volumes [17].
PNM simplifies the pore space into a network of interconnected nodes
(pores) and links (throats) with idealized geometries. This enables
the explicit calculation of simplified physics, such as the relationships
between saturation, capillary pressure, and phase conductance [18,19].
With its simplified geometries and physics, PNM can simulate over
larger domains with significantly reduced computational requirements.
With key flow dynamics effectively represented by local rules within
pore bodies and throats, PNM offers valuable insights into both pore-
scale flow behavior and its macroscopic implications. The pore-network
model, first introduced by Fatt in 1956 [18], featured a regular two-
dimensional (2D) topology. Since then, this modeling approach has
undergone significant refinement and is now widely applied in fields
such as petroleum engineering, hydrology, soil physics, and industrial
porous media studies [20-23].

The wetting characteristics play an important role in determin-
ing the location, flow, and distribution of fluids. This is a result of
the interaction between the fluids and the attractive forces on the
wall. When two immiscible fluids coexist in porous materials, the
relative surface tensions between the three phases, namely the two
fluids and the solid, determine the wettability commonly character-
ized by the contact angle. Wetting is critical to two-phase flow in
porous media as it determines both the direction and the magni-
tude of intrinsic capillary pressure. Imbibition is the process where
a wetting fluid displaces a non-wetting fluid. In contrast, drainage
occurs when a non-wetting fluid displaces a wetting fluid. Modifica-
tion of wettability results in significant variations in fluid behavior
and affects overall transport mechanics in imbibition and drainage
processes [24,25]. Hammond and Unsal [26] developed a dynamic
pore network model that predicts oil displacement in porous media
employing a surfactant solution, which alters wettability and reduces
interfacial tension. This model effectively couples the dynamics of
oil displacement with surfactant transport, illustrating how surfactant-
induced changes in wettability can stabilize displacement fronts in
porous media. They also developed an experimental setup to study
oil displacement through wettability-modifying surfactants, showing
that the presence of surfactants modified wettability and improved oil
displacement [23]. Surfactants are also commonly used in hydraulic
fracturing to boost fluid recovery. Sun et al. [27] investigated the
performance of betaine surfactant, by analyzing its influence on in-
terfacial tension and wettability. They developed a network model
with adjustable fracture widths to simulate complex reservoir con-
ditions. Experiments were also conducted to evaluate the impact of
surfactant concentration, permeability, and temperature on oil recovery
during dynamic imbibition. Their results demonstrated that oil recov-
ery improved 22.6% when 0.5 wt% surfactant was used. The effects of
capillary, viscous, and gravity forces, along with wettability changes
during surfactant flooding, have been extensively studied [28-31]. The
findings indicated that low interfacial tension is critical for balancing
capillary forces and affecting the dynamics of oil recovery.

While previous numerical and experimental works have provided
valuable insights into the alteration of wettability and the effects of
changing the surface tension through surfactants in two-phase flow
within porous media, they have not yet explored the ability to actively
control wettability and consequently tune the flow pattern. Controlling
the curvature of the meniscus is critical for a variety of applications,
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including liquid lens technologies [32], interfacial assembly [33], mi-
crofluidics [34], 3D printing [35], thermal management [36], and
microelectronic device fabrication [37]. While existing methods allow
for curvature control by altering the chemical composition of the sam-
ple [38], surface treatments [39,40] or applying external fields [41] the
reversible switching of meniscus curvature between concave to convex
states by adjusting temperature has not been thoroughly investigated,
especially in the context of porous transport.

In this study, the two-phase flow in porous materials is modeled
using a dynamic pore network method that couples two-phase flow
with thermal transport dynamics. A novel coupled thermal/flow model
is designed to simulate a thermally actuated change in the wettability
and surface tension of menisci in immiscible flows. By incorporating
this behavior into a two-way coupled flow/thermal pore-scale model,
we aim to demonstrate how temperature-induced wettability changes
can enhance transport behavior in porous media, offering new insights
into optimizing flow processes for various applications. While prior
drainage studies [42] have shown that regime transitions between
viscous fingering, capillary fingering, and stable displacement are gov-
erned by flow rate, length scale, and fluid/substrate combinations, our
work emphasizes that equivalent transitions can be achieved solely
through in-situ thermal control. This introduces a fundamentally new
axis of control for displacement behavior in porous media, without the
need to alter flow conditions or materials.

2. Curvature switching

Recent work by Shool et al. [43] reported a reversible, thermally in-
duced transition in the curvature of the oil-water meniscus in
surfactant-laden capillary systems. This phenomenon, herein referred
to as curvature switching, involves a gradual transition between concave
and convex meniscus shapes as temperature is varied (Fig. 1). This, in
turn, alters capillary pressure in both direction and magnitude. This
behavior poses a challenge to traditional PNM approaches where cap-
illary pressure is typically assumed to be independent of temperature.
The underlying physics of curvature switching is governed by two key
mechanisms:

(1) interfacial freezing at the oil-water interface. At lower temperatures
(near the freezing point), a crystalline monolayer can form at the oil-
water interface. When this monolayer is formed, the slope of surface
tension vs. temperature changes from slightly negative to strongly posi-
tive [43]. This interfacial freezing point is tunable via the concentration
of a suitable surfactant, which alters the freezing temperature and
hence modifies surface tension as a function of temperature.

(2) temperature-dependent adsorption of C;3TAB. On the water side,
the adsorption-desorption of C;;TAB surfactant to the capillary wall
is temperature sensitive. As temperature increases, more surfactant
adsorbs to the wall, altering the local wettability and requiring a shift in
contact angle to satisfy Young’s equation. This wetting change further
contributes to meniscus curvature transitions.

When combined, the two effects described above enable dynamic,
reversible control over both surface tension and contact angle, and
consequently the ability to tune capillary pressure as a function of
temperature. To validate this behavior, we conducted experiments
using DI water with C;3TAB and hexadecane with hexadecanol sur-
factant solutions in borosilicate capillaries. Surfactant concentrations
were kept above the critical micelle concentration (CMC) to eliminate
concentration-dependent effects. A series of high-resolution images
captured during controlled heating (25-45 °C) confirmed the curvature
switching, as shown in Fig. 2. The meniscus transitions from concave
(hydrophilic) to convex (hydrophobic), with a temperature scale bar
provided for reference. During this heating process, a linear decrease in
contact angle # was observed; transitioning from 120 + 5° (hydrophilic)
to 18 + 5° more hydrophobic values (Fig. 3). Meanwhile, surface
tension (¢) data reproduced from Shool et al. [43] shows an almost
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Hydrophilic (8 > 90°) @ Hydrophobic (8 < 90°)

N

Fig. 1. Schematic representation of the meniscus curvature inversion mechanism during heating and cooling. Water and oil (hexadecane) are mixed with C;sTAB

and hexadecanol surfactants, respectively.

Interfacial
freezing

Fig. 2. Visualization of curvature switching in a single capillary tube with water + C,;;TAB on the left and hexadecane + hexadecanol on the right. Images show
a transition from concave to convex curvature as temperature increases. The color bar indicates local throat temperature.
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Fig. 3. Variation of contact angle (6) from our experiments and surface tension (¢) from Shool et al. [43] with temperature.

linear increase between 27-30 °C, with minimal change outside this
range. Uncertainty in ¢ is +0.2 mN/m.

The experimental results reveal that both surface tension and con-
tact angle can be dynamically tuned, leading to thermally induced
curvature switching. These findings highlight the need to incorporate
thermal effects and interfacial property variations into pore-scale flow
models. In the following section, we develop a coupled two-phase
flow and thermal pore network model that accounts for temperature-
dependent interfacial phenomena. The goal is to understand how local
changes in capillary pressure driven by curvature switching influence
global fluid transport behavior within porous structures.

3. Coupled two-phase flow/thermal modeling
3.1. Construction of the pore network

The computational domain is represented as a network of cylindrical
tubes based on a given pore size distribution. At each node (pore),

four throats intersect. No volume is assigned to the pores themselves.
Instead, the entire pore volume is accounted for by the throats (Fig.
4). Each throat is modeled as a cylinder with uniform length L, and its
radius r is randomly chosen based on a uniform distribution from the
interval [4,L, 4,L], where 0 < 4; < 4, < 1. This randomness in radii
introduces disorder, reflecting the heterogeneous nature of real porous
media, where throat sizes vary. The parameters 4, and 4, control the
distribution width of the throat radii.

3.2. Two-phase flow model

In this work, the implicit-pressure explicit-saturation (IMPES) for-
mulation is used for dynamic PNM simulations due to its balance
between computational efficiency and accuracy [44]. Dynamic PNM
accounts for transient fluid transport behavior and interface movement
within the network. Invading and defending fluids are assumed to
be incompressible and immiscible, forming a well-defined interface.
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Fig. 4. A random network including cylindrical throats interconnected at pores is constructed. The blue, brown, and gray colors in the invaded network correspond

to the invading and defending fluids and solid phase, respectively.

Fig. 5. Two-phase flow in a throat containing an immiscible interface. The
yellow-colored liquid on the right represents the defending phase and the blue-
colored liquid on the left represents the invading phase. This configuration
represents a defending phase wetting system with 6 < 90°.

Consider a throat containing both fluids between nodes i and j within
the network (Fig. 5). The capillary pressure P, across the interface is
governed by the Young-Laplace equation:

20 cos 6
P = —rij 1)
where 0 is the contact angle as measured through the defending
phase, and r;; represents the local throat radius. The volumetric flow
rate g;; through the throat connecting the ith node to the jth node is

derived based on the Washburn equation [45]:

nrl.zjK,»j (A P) @
q;; = Yot L Dij c)-
2

The permeability, K;; = - and Ap;; is the difference in pressure

between the ith and jth nodes. The effective viscosity, g, is calculated
as the weighted sum of the viscosities of the individual fluids, based on
the proportions of each fluid present in the throat (represented by x;;):

L
Within a throat, two primary scenarios can occur: it may be entirely
occupied by either the defending or invading phases, or it may be
partially filled with both fluids. When partially filled, one or two

X;: X;::
Meff:”2%+l"l (1—i>- 3

menisci may be present, leading to six distinct arrangements (Fig. 6).
Menisci position can vary anywhere between the ends of the throat, and
their movement can be bidirectional. The magnitude of the capillary
pressure for a single meniscus is defined by Eq. (1), while its sign is
dictated by the orientation of the meniscus, which can either point
upward (Fig. 6(c)) or downward (Fig. 6(d)), dictated by the applied
pressure gradient and contact angle. In the absence of menisci in the
throat (Fig. 6(a and b)), P, is set to zero, and Eq. (2) is simplified to
the form corresponding to Hagen-Poiseuille flow, with p.¢ given by p,
or u.

To accurately capture the impact of temperature-sensitive surfac-
tants on wettability, it is necessary to track the temperature distribution
throughout the network. By coupling a thermal transport model with
the two-phase flow, the dynamic interactions between temperature and
wettability can be captured. This provides a comprehensive framework
for analyzing transport behavior in porous media. The following section
details the development of this thermal model and its integration with
the flow model.

3.3. Thermal model

The thermal transport model used in this study is similar to the
one proposed by Surasani et al. [46], in which heat transfer occurs ex-
clusively through conduction between nodes. Convective heat transfer
between the solid phase and the liquids is neglected due to the low
Reynolds number (Re) associated with each throat across the network.
This assumption is further justified by the thermal Péclet number which
quantifies the ratio of the advective to the diffusive heat transport. In
most of our simulations, the thermal Péclet number is on the order of
1072 indicating that advection has a negligible contribution compared
to thermal diffusion. Energy conservation is applied around node i
assuming conduction only heat transfer:

4

dT;
i .
pCp)j—= = ; Qi “)
Here, Q;; is the conduction heat transfer and the left-hand side term

describes the transient heat storage. The quantity (vpC,); is the total
heat capacity at each node, which depends on the heat capacity of
the solid phase and the volumes of the defending (1) and invading (2)
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Fig. 6. Six distinct fluid arrangements are possible within a single throat. (a) and (b) describe single phase flow where P,=0. (c) and (d) represent a single

meniscus. (e) and (f) represent multiple menisci resulting in “slugs”.

fluids. The total heat capacity is calculated using:

4
woCy), = 5 X {173 (5 = DIGC)), + 8,272 (0Cy)y + (1 = S,)ar (0Cy) |

j=1

(5)

where S;; is defined as the fraction of invading fluid present in the

throats, and ¢ represents the porosity [7]. The total heat conduction,

0, ;» between nodes i and j is expressed by:
-7

Q= R..
ij

©

Here, T; and T; are the temperatures at nodes i and j, respectively. The
effective thermal resistance is determined as a series/parallel sum of
the solid and fluid phase resistances. The equivalent thermal resistance

R;; is:
R R[S Ry + (1= ;)R] -
YR+ SRy +(1-S;)R,’

where R, R,, and R, are the thermal resistances of the solid, invading
phase, and defending phase, respectively:

L £
R<=—<—) (8)
’ ksfrrizj l-¢
R,= & ©)
: szrrizj
L
R = ——. (10)
kyzrs,

ij
In Egs. (8)-(10), kg, k,, and k; are the thermal conductivities of the
solid, invading fluid, and defending fluid, respectively. To explicitly
calculate the temperature, an appropriate time step is required for
convergence, which will be discussed in the following subsection.

The thermal pore network model is designed in a way that captures
all six possible fluid arrangements shown in Fig. 6. The model explicitly
tracks the local occupancy of each throat and integrates it into the heat
transfer framework by updating the effective thermal resistance and
heat capacity in real time. This approach allows Egs. (5)-(7) to remain
valid across a wide range of solid-liquid arrangements, regardless of the
number or orientation of menisci. As the fluid distribution evolves, the
model resolves transient heat conduction through both the solid matrix
and the fluid phases, accounts for localized temperature gradients, and
captures the effects of temperature on interfacial properties such as
surfactant behavior and wettability.

3.4. Coupled numerical model

A coupled numerical model that integrates both flow and thermal
transport is needed to accurately capture the impact of curvature
switching in each throat on the flow pattern in the network. The flow
model governs the fluid displacement and capillary pressure evolution
within the network. The thermal model tracks the temperature dis-
tribution and its influence on interfacial properties. To fully account

for the curvature switching mechanism and its subsequent effect on
flow behavior, it is essential to couple the flow and thermal models.
The coupling ensures that temperature-dependent variations in contact
angle and surface tension dynamically influence capillary pressure.
This, in turn, changes the invasion pattern and transport characteristics
within the porous structure. The coupling is achieved by making the
contact angle 0 and surface tension ¢ in Eq. (1) dependent on the throat
temperature. The throat temperature 7, is calculated by averaging the
temperatures of the connected nodes at the end of the previous time
step. As a result, the capillary pressures of all throats with menisci can
vary over time as the temperature evolves. In this work, fitted surface
tension data from Shool et al. [43] and contact angle data from our
experiments (Fig. 2) are used to relate both contact angle and surface
tension to the throat temperature, as follows:

0; = —=5T, + 245 an

0, = —0.04T? + 3.48T7* — 97.92T, + 909.58 (12)

where 6; and o; are the contact angle and surface tension in a throat
for each meniscus.

4. Numerical algorithm
4.1. Flow model solution

Assuming that the fluids are incompressible, we employ conserva-
tion of volume flux at each node:

Y a;=0. (13)
J

here g;; represents the flow through a throat connecting nodes i and ;.
The summation over j is performed over the nearest neighbor nodes
(pores) of the ith node. The index i spans all internal nodes in the
network, excluding those at the inlet or outlet of the network. The
obtained system of linear equations is then solved under the constraint
that the injection rate at the inlet and pressure at outlet nodes are held
constant. By substituting Eq. (2) into Eq. (13), a vectorized expression
for local pressure at internal nodes is obtained:

P; = Z(D_l)ijBi' a4
J

D is a conductance matrix, where the elements are dependent on the
connections between different throats and their respective mobilities. P
is a pressure vector represents the pressure at the internal nodes, while
B; accounts for the pressure at the boundaries (inlet and outlet) and
the capillary pressure, if a meniscus is present in the throat.
According to Aker et al. [19], the injection rate is a function of
pressure difference across the system, influenced by the medium’s
geometry and fluid configuration. The pressure difference across the
network evolves over time at a fixed injection rate. The pressure
difference across the network is then used to compute local flow rates
within individual throats. The solution process involves calculating
pressure for a given injection rate and using it to determine local flow



A. Sarchami and K. Bellur

distributions, ensuring consistency with Eq. (13). Next, the positions
of menisci during the invasion process within the network at each
time step are updated. The time step is chosen to ensure a controlled
displacement of the menisci that prevents excessive movement. During
each step, if a meniscus reaches the end of a throat, the time step
is adjusted so that it stops at the boundary before moving into the
next throat. A second-order Runge-Kutta method is used for updating
meniscus positions. Stability and convergence of the numerical solution
are verified by monitoring pressure variations in the network. To
accurately capture capillary pressure effects, the displacement length
of menisci is controlled. The velocity at the midpoint of each time step
is incorporated into the calculations to prevent excessive movement,
ensuring numerical stability. The process is repeated iteratively until
the displacements remain within an acceptable limit, no more than
10% of the tube length (4x,, < 0.1L). Once the menisci are updated,
the total elapsed time is recorded, and nodal pressures are recalculated
based on the new fluid configuration. When a meniscus reaches the end
of a throat, it transitions into neighboring throats based on predefined
rules [19]. The key rules are summarized below (additional details in
the supporting information):

» A meniscus that approaches a node is equally split into the
neighboring throats by introducing three new menisci. This is
typically 1%-5% of the throat length and is governed by the time
step.

« Next, the volume conservation (Eq. (13)) is applied to update the
meniscus location. The meniscus is allowed to retreat if AP;; <
P, .

« If a new meniscus is introduced into a throat already containing
two menisci, they are merged to maintain consistency.

4.2. Thermal model solution

The solution for the thermal model is developed in a manner
similar to the flow model. The dynamic energy balance at each node
is explicitly solved by employing the current temperature field. The
time step in the thermal model is the same as that used for the flow
model, which is computed using a second-order Runge-Kutta scheme.
For stability of the thermal model, the time step must be smaller than
the maximum value of (vpC,); R;; in the network, which is the product
of node’s total heat capacity and the effective thermal resistance of
its neighboring throats, across the entire network. Thermal resistances
for all three phases are calculated for each throat using Egs. (8)—(10).
Then, by applying a constant heat rate to the inlet of the network,
the temporal temperature gradient of all nodes is determined based on
Eq. (4). The equations are rewritten in matrix form by transferring all
known parameters, including the updated total heat capacity, effective
resistance, and fixed temperatures corresponding to the inlet and outlet
nodes, to the right-hand side:

a,
Z DT,ijI = Br. 15)
=1

where, Dr;; is a sparse symmetric matrix, and By is a vector of
boundary conditions. The temperature for the next time step is then
updated as follows:

T = (Z(D_l)ijBi> +T. (16)
j=1
A procedure similar to that employed in the flow model is used to
achieve the heat transfer rates in the throats based on the tempera-
ture differences (AT) across the network. At each step, the total heat
capacity and effective thermal resistance are updated as functions of
the throat’s saturation.
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4.3. Boundary and initial conditions

At the beginning of the simulation, the entire pore network is
assumed to be saturated with a defending fluid (hexadecane) which
has a viscosity of u;. The invading fluid (water) with viscosity u, is
introduced at a constant injection rate from the bottom boundary of the
network. Periodic boundary conditions are imposed on the side walls of
the pore network. This allows the system to approximate an infinitely
repeating structure in the horizontal direction. Zero gauge pressure is
maintained at the top of the network representing the outlet.

In parallel, the thermal model considers a uniform heat rate applied
at the bottom boundary of the network. Initially, all nodes within
the saturated network are assigned a uniform temperature of 25 °C.
Additionally, a fixed temperature of 25 °C is prescribed for all nodes
located at the top boundary of the network. All other thermophysical
properties were assumed to be temperature-independent due to their
negligible variation within the temperature range of 25-45 °C.

4.4. Coupled flow/thermal model solution

The solution process starts with defining the input parameters: size
of domain (m X n), inlet flow rate, heat rate, viscosities of the liquids,
throat length, thermal conductivity, specific heat capacity, density of
the three phases, and the initial surface tension and contact angle (Fig.
7). Next, the flow model is executed to obtain the pressures at the
nodes, and the flow rates/velocities at the throats. Using the calculated
velocities for all throats, the invading phase is either advanced or
retreated, and position-related variables are updated for the next time
step. The thermal model then computes the temperatures at the nodes
and the heat transfer rates through the throats. To couple the flow
and thermal models, the temperature-dependent properties, such as 6
and o, are updated using Egs. (11) and (12) as outlined in Section 2.
With these updated properties, the capillary pressure (P,) can now
be recalculated. To ensure the stability of the numerical solution, the
recalculated P. is fed back to the flow model and the process is repeated
until a converged temperature is obtained. Convergence is considered
to be achieved when the temperature change is < 1uK in successive
iterations. Once convergence is reached, the model progresses to the
next time step, and the process is repeated until a meniscus reaches
the top surface (outlet), indicating breakthrough.

5. Results and discussions

Three main forces govern the two-phase flow through porous ma-
terials: viscous forces in the invading and defending fluids, and the
capillary forces at the interface. These interactions are characterized
by two dimensionless numbers: the capillary number (Ca) and the
viscosity ratio (M). The capillary number signifies the ratio of capillary
to viscous forces:
Caz Ou

= ao a7)

Here, Q is the injection rate (m3/s), u is the maximum fluid viscosity
(Pa- s), A, is the inlet cross-sectional area (m?), and ¢ is the interfacial
tension (N/m). The viscosity ratio M is given by:

H

M=—=, 18)
H1

where p, and y; are the viscosities of the invading and defending fluids,

respectively.

In the following sections, these dimensionless numbers are used
to initially categorize flow regimes in the porous network. The ef-
fects of injection rate, and contact angle for each regime are then
studied using the two-phase flow model with and without surfac-
tants. First, surfactants are assumed to be temperature-insensitive, and
isothermal simulations are conducted without the thermal model. Next,
the coupled flow/thermal model is applied to explore the effect of
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Fig. 7. Flowchart of the coupled flow/thermal model. The diagram shows the
step-by-step procedure for simulating fluid invasion and heat transfer, starting
from input initialization to the iterative coupling of pressure and temperature
calculations. The process continues until the invading fluid breaks through the
outlet.

temperature-sensitive surfactants and curvature-switching behavior on
the invasion patterns.

5.1. Validation

5.1.1. Numerical validation

First, we validate our model in the three main flow regimes: the
viscous fingering, stable displacement, and capillary fingering, with
well known work by Aker et al. [19]. The throat lengths (L) were
uniformly set to 0.1 cm, while throat radii () were randomly chosen
within 0.05L < r < L using a uniform distribution. The thermal
model was not included, only the two-phase flow model with constant
contact angle and surface tension is solved. The surface tension and
contact angle were set to ¢ = 30 dyne/cm and 0° (perfect wetting).
Defending and invading fluid viscosities varied from 0.01 Poise (water)
to 10 Poise (glycerol). In general, flow regime depends on both the
capillary number (Ca) and viscosity ratio (M). However in this section
we primarily vary M to obtain the different regimes: viscous fingering
(M < 1), stable displacement (M > 1), and capillary fingering (M =
1). Both viscous fingering and stable displacement have the same Ca
number, while the capillary fingering regime has a lower Ca number.

Fig. 8 shows the pressure evolutions and flow patterns for the dif-
ferent regimes. The top row is our data and the bottom row shows the
corresponding data from Aker et al. [19]. Fig. 8(a) represents viscous
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fingering on a 60 x 80 node network. The injection rate was Q = 1.5
ml/min, and viscosities were u, = 0.01 Poise and y; = 10 Poise, yielding
Ca = 4.6x 1073 and M = 1.0 x 10~3. The invading fluid forms charac-
teristic fingers, driven by viscous forces, while capillary forces play a
smaller role. Due to the constant injection rate, the pressure across the
lattice (AP) decreases as the less viscous fluid invades the system. The
rate at which this pressure decreases is non-trivial and is expected to
depend on the fractal development of the fingers. The rapid decrease
at the end of the pressure plot corresponds to the breakthrough of
the invading fluid. The global capillary pressure (P,,) which is the
sum of all capillary pressures across the network exhibits fluctuations
as the menisci at the fingertips move through the tubes. Fig. 8(b)
illustrates stable displacement regime on a 60 x 60 node network.
In Aker et al. [19], the invasion process stopped when the invading
fluid reached half the network, while our simulation continued until
breakthrough. The injection rate was Q = 1.5 ml/min, with viscosities
U, = 10Poise and u; = 0.10 Poise, yielding Ca = 4.6x1073 and M = 1.0x
102. In stable displacement, invading fluid’s viscous forces dominate,
stabilizing the front and creating a compact interface between fluids.
The pressure across the network increases with the volume of high-
viscosity invading fluid injected into the system. Similarly, the global
capillary pressure increases but at a lower rate. This increase is caused
by the viscous drag acting on the trapped clusters of defending fluid left
behind the front. Fig. 8(c) shows a capillary fingering pattern across a
40 x 60 node network. The injection rate was Q = 0.2 ml/min, and both
fluids had equal viscosities (4; = u, = 0.50Poise), resulting in M = 1.0
and Ca = 4.6 x 1073, In this regime, viscous forces are negligible, and
capillary forces dominate. The invading fluid follows a random path of
least resistance, dictated by the threshold pressures of the tubes. Fig.
8(c) shows a rough front with trapped clusters of defending fluid. The
pressure across the network exhibits sudden jumps caused by capillary
variations when the non-wetting fluid invades or retreats from a throat.
All three regimes show very good agreement with Aker et al. [19].

5.1.2. Experimental validation

In addition to the numerical validation, another simulation was
performed using parameters that closely matched the experiments con-
ducted by Ferer et al. [47]. The network was initially saturated with
water, and air was subsequently injected using a syringe pump (M < 1).
The flow patterns at the same, where capillary number (2 x 10~5) and
injection rate (5 ml/min) were compared as illustrated by Fig. 9. It
should be noted that the small differences between the patterns are due
to the randomness introduced by the random number generator for the
size distribution in the numerical modeling. The light gray color in the
experimental flow pattern represents an earlier time interval, while the
dark gray color represents the final finger reaching breakthrough. As
shown, a viscous fingering pattern is expected at this large injection
rate. The characteristic features of viscous fingering, including thin
fingers and trapping, are clearly observed. The black scale indicates the
final finger extended to breakthrough. Similarly, the numerical flow
pattern also exhibits a viscous fingering structure, with thin fingers
reaching the end of the network. In all cases, the flow model results
compared well with previous well-known modeling and experimental
studies.

5.2. Isothermal simulations without surfactants

Once the model was validated, additional simulations were per-
formed to investigate the effects of varying the injection rate (Q), and
contact angle (6 < 90°) on the phase saturation and invasion patterns.
The flow regimes include viscous fingering (VF), stable displacement
(SD), and capillary fingering (CF). Q varies from 0.0025 to 0.075 cm?/s
for VF and SD, and from 0.0033 to 0.1 cm?/s for CF.  also ranges from
0° to 90°.

In addition, both the network randomness and the size of the pore
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Fig. 8. Flow patterns and pressure evolutions for (a) M = 1.0x 1073 and Ca=4.6x 1073, (b) M = 1.0x 10?> and Ca =4.6x 1073, (¢) M = 1.0 and Ca = 4.6 x 107>.

All regimes are compared with Aker et al. simulations [19].

Ferer et al. 2004

i Our result

Fig. 9. Comparison between experimental results by Ferer et al. [47] and our modeling results for Q = 5 ml/min, M = 1.8 x 1073 and Ca = 2 x 107. Both cases

show a similar viscous fingering pattern.

network were studied and resulted in have minimal influence on the
qualitative flow behavior and regime classification across all cases stud-
ied (details in the supporting information). The consistency of pressure
evolution and saturation trends, despite variations in pore connectivity
and domain size demonstrates that the model captures the fundamental
physics of multiphase displacement independent of specific geometric
realizations. This robustness allows us to confidently use a smaller
network than the validation network sizes with a single random seed in
subsequent simulations. The goal moving forward is to systematically
probe the impact of curvature switching on flow behavior. To achieve
this efficiently, we adopt a simpler and computationally less expensive

network configuration that retains the essential physical features of the
system while enabling extensive parametric studies.

5.2.1. Effect of injection rate

In this section, the effect of injection rate on network saturation,
invasion pattern, and pressure variation is analyzed for different vis-
cosity ratios. The network size is set to 25 x 35, 0 (contact angle) =
0°, and A (seed number) is set to 0. Fig. 10(a) shows that higher
injection rates or Ca lead to viscous fingering, reducing invasion phase
saturation. Whereas at lower Ca, network saturation increases, and
the regime transitions to capillary fingering. This is confirmed by
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Fig. 10. Network saturation and pressure variations for different viscosity ratios and injection rates. (a-c) Saturation at breakthrough vs. injection rate (cm?/s)
and pressure difference (AP) vs. normalized time (t/t.,4) for viscous fingering (M = 1073), stable displacement (M = 10?), and capillary fingering (M = 1.0).
Higher injection rates (Ca) lead to viscous fingering, reducing network saturation, while lower Ca increases saturation and shifts the regime to capillary fingering.

pressure data (Fig. 10(a)), where pressure (4P) decreases significantly
at lower injection rates, signaling the transition from viscous to capil-
lary fingering. Fig. 10(b) presents the network saturation and pressure
variation for M = 100. At high injection rates, the flow exhibits stable
displacement. As the injection rate decreases, capillary forces become
increasingly significant, leading to a transition to capillary fingering.
This shift in flow regime is clearly visible in Fig. 10(b). Fig. 10(b)
shows the evolution of the pressure difference (4P) across different
injection rates, highlighting a reduction in AP as the injection rate
decreases. Lastly, network saturation during invasion with viscosity-
matched fluids (M = 1.0) as a function of injection rate is illustrated
in Fig. 10(c). At low capillary numbers, capillary force dominates, and
the invading phase follows the path of least resistance. As the injection
rate increases, viscous forces become more dominant, leading to a
transition toward the viscous fingering regime and a corresponding
decrease in network saturation. Fig. 10(c) also presents the pressure
difference (4P) across all injection rates. For most cases, AP fluctuates
around 1.5x10% dyn/cm?, suggesting that moderate changes in injection
rate do not significantly affect pressure behavior, thus maintaining the
capillary fingering regime in matching-viscosity fluids. However, at
the highest injection rate, AP rises to approximately 3 x 10° dyn/cm?,
indicating a shift in the displacement regime.

5.2.2. Effect of contact angle

In this section, we study the effect of contact angles (6) on the flow
pattern and pressure variation for different viscosity ratios. Fig. 11(a)
illustrates the evolution of the pressure difference (4P) for M < 1
and Q = 0.025 cm?/s. As 6 increases, capillary pressure in the throats
decrease, and lowers the pressure needed to drive the invading phase
to the outlet. During invasion, at # = 90°, the invading phase develops
more widespread fingers compared to § = 0° due to the absence of
capillary force in the throats. For M 100 and Q = 0.025 cm’/s,
the pressure difference decreases as 6 increases (Fig. 11(b)), with a
more significant reduction compared to M < 1. As capillary pressure
diminishes in all throats, lesser inlet pressure is needed to drive the
invading phase. When P, reaches zero, the invading phase fills all
the throats uniformly, especially when a more viscous fluid invades a
network saturated with a less viscous fluid. Fig. 11 (c) shows pressure
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evolutions for M = 1.0 and Q = 0.0033 cm?/s under varying contact
angles. In this regime, capillary forces dominate for § < 90°, but vanish
when 6 = 90°. With equal viscosities, AP approaches zero, and minimal
pressure is needed to displace the defending phase.

5.3. Isothermal simulations with surfactants

The influence of surfactants on the flow pattern and pressure evolu-
tion for viscosity ratio of M<1 without applying heat to the network is
first analyzed. This represents an isothermal surfactant flooding case.
As shown in the previous sections (Fig. 8(a)), the viscous fingering
case M < 1 is the least favorable regime since only a few thin
fingers are developed throughout the network and the overall satura-
tion is poor (S = 0.14-0.26). By adding surfactant, we aim to show
that saturation could be improved. The simulations were conducted
based on water and hexadecane oil which have viscosities of 0.01 and
0.0347 Poise, respectively. The water is presumed to be supplemented
with the cationic surfactant octadecyl-trimethyl-ammonium bromide
(C,3TAB). Meanwhile, hexadecanol (C;4OH) is added to the oil phase as
a co-surfactant. At room temperature (25°C), the surfactant-decorated
water—oil interface is hydrophilic (¢ = 120°). The curvature of both
surfactant-infused and surfactant-free interfaces is unaffected by the
spatial dimensions of the capillary [43], implying that the random size
distribution of the network does not influence the meniscus curvature.
Furthermore, this behavior is independent of the sequence in which
the liquids invade or the orientation of the porous medium relative to
gravity, suggesting that contact line hysteresis and gravitational effects
play an insignificant role.

In our model, surfactant diffusion is neglected based on both phys-
ical and operational considerations. First, both the aqueous (C;gTAB)
and oil (hexadecanol) phases were prepared at or above their respec-
tive CMCs. At concentrations exceeding the CMC, the bulk surfactant
concentration remains effectively constant due to micelle formation,
and any local depletion near interfaces is rapidly replenished from
the micellar reservoir. This minimizes the influence of concentration
gradients on surface tension and wettability, justifying the assumption
of uniform surfactant concentration in the bulk phases. Second, the
injection rate is selected to ensure a flow Péclet number Pe, ~ 1, where
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Fig. 11. Effect of contact angle on pressure difference (4P) for different viscosity ratios and 6 values. (a) For M < 1, increasing 0 reduces capillary pressure
in the throats, lowering the inlet pressure required for invasion. (b) For M = 100, the reduction in pressure difference with increasing 6 is more pronounced,
leading to a more uniform invasion pattern as capillary forces diminish. (c) For M = 1.0, capillary forces dominate for # < 90° but vanish at # = 90°, minimizing

the pressure needed for displacement.

Pep = %, with U = Ag, L as the throat length, and D, the surfactant
diffusivitby. Under this Péclet number regime, surfactant transport is
equally dominated by both convection, and diffusion.

Fig. 12 compares the invasion results for water invading the net-
work (M 0.287) with and without surfactants, injected from the
bottom side at Q = 0.0025 cm? /s (chosen such that Pep ~ 1). Figs. 12 (a
and b) show flow patterns with and without surfactants and Fig. 12(c)
shows corresponding pressure evolutions (4P). It is evident from the
invasion pattern and increase in the network saturation that surfactants
dramatically influence the displacement pattern under this unfavorable
mobility condition (M < 1). Surfactants facilitate the invasion by
reducing capillary resistance, leading to a more uniform front, lower
pressure requirements, and improved displacement. The results for the
no-surfactant case reveal a capillary fingering regime, as discussed in
Section 5.2.1. This regime also can be identified from the pressure
evolution (blue lines) depicted in Fig. 12(c). However, the introduction
of the surfactants leads to a substantial reduction in capillary forces,
driven by changes in ¢ and 6. As a result, the invasion front is partially
stabilized, making the regime resemble a stable displacement regime.
The finger width is significantly larger during surfactant invasion com-
pared to the case without surfactants, and the network saturation is
increased by 30%. Fig. 12(c) also indicates that surfactant flooding led
to a notable reduction in AP due to decrease in surface tension and
capillary pressure.

Additionally, Figs. 12(d-f) present the displacement pattern and
pressure evolution at a high injection rate of Q = 0.25cm?/s. Fig. 12(d)
shows a viscous fingering regime resulting from the high injection rate.
With the introduction of surfactants, as seen in Fig. 12(e), the fingers
exhibit slight expansion. However, unlike the case of a low injection
rate, the overall flow patterns are less affected by the surfactants.
This indicates that the impact of surfactant flooding depends on the
injection rate. High flow rates results in advection-dominated surfactant
flooding. Here capillary forces become negligible, and altering the
capillary force by reducing ¢ and 6 do not influence the displacement
pattern considerably. Under these conditions, extreme viscous fingering
occurs, characterized by a high pressure difference (4P, orange line),
and the dominance of viscous forces over capillary forces.

Next, we examine a case with a favorable mobility ratio (M >
1) and low injection rate (Q = 0.0025cm?/s). Under this condition,
capillary fingering dominates (Section 5.2.1) in free-surfactant inva-
sion. Nonetheless, the surfactant modifies wettability from oil-wet to
water-wet, making water invasion more favorable. A key outcome of
surfactant action is the reduction in the amount of trapped oil due to
an increase in the effective capillary number (Figs. 13(a-b)). Therefore,
comparing the network saturation values at the end of the simulations
shows an increase from 0.358 to 0.65 with surfactant. This increase in
water saturation arises from the wettability and surface tension change.
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5.4. Simulations with temperature-sensitive surfactants

In the previous section, we showed that at high injection rates, un-
der unfavorable viscosity ratio (M < 1), viscous forces were dominant.
Modifying surface tension is somewhat ineffective as the increase in
saturation is minimal and the flow pattern is largely unchanged (Fig.
12(e)). However, in this section, the coupled two-phase flow/thermal
model is used to investigate the influence of temperature-sensitive sur-
factants on flow patterns and pressure evolution. By using temperature-
sensitive surfactants, we actively control the wettability and interfacial
tension based on the throat temperature, as described in Section 2.
The simulations involve the two-phase flow of water and hexade-
cane oil with densities of 1g/cm’® and 0.77 g/cm?, specific heats of
4.18J/g K and 2 J/g K, and thermal conductivities of 0.006 W/cm K and
0.0014 W/cm K, respectively. Water mixed with C;gTAB and hexade-
canol (C;40H) is mixed with the oil phase as a co-surfactant. During
heating, the C;3TAB surfactant molecules adsorb onto the throat walls,
hydrophobizing the surface (the meniscus bulges toward the oil phase).
In contrast, cooling causes surfactant desorption due to interfacial
freezing and growth of the interfacial area.

As discussed in the previous section, at a high flow rate (Q =
0.25cm?/s), the effects of surfactants on the capillary forces become
negligible compared to viscous forces (Fig. 12(e)). Thus, at high in-
jection rate surfactant flooding could potentially be improved by em-
ploying temperature-sensitive surfactants. This provides the ability to
change the wettability and interfacial tension of the menisci in the
throats by altering the temperature field across the network. Figs. 14(a—
c) show the invasion patterns at high flow rate (Q 0.25cm?/s)
water flooding, with the viscosity ratio of M=0.288, with and without
surfactants. The thermal model applies a constant heat rate (Q, =
0.01 W) at the inlet (bottom) of the network to evaluate the influence
of heat on throat temperature and its dependence on throat saturation
in a two-way coupled manner. As shown in Fig. 14, when the injection
rate is Q = 0.25cm’ /s, a fingering pattern develops during both water
flooding and isothermal surfactant flooding. This phenomenon arises
due to the significant pressure difference and the minimal influence
of capillary forces within the network. However, when the surfactants
are temperature-sensitive (by using the thermal model) a noticeable
enhancement in the invasion pattern is observed, particularly at the
lower section of the network.

In the temperature sensitive surfactant case, the displacement is
initially stabilized and formation of fingers is only delayed. Fingers do
eventually form in the network far from the inlet. This occurs because
the heat applied at the inlet is not strong enough to alter the contact
angle, capillary pressure, and ultimately the flow pattern in the upper
section of the network. Consequently, the surface tension and contact
angle remain unchanged in the top half of the network compared to the
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(Q = 0.0025cm?/s), surfactants significantly alter the displacement pattern by reducing capillary resistance, leading to a more uniform front, lower pressure
requirements, and increased network saturation. However, at a high injection rate (Q = 0.25cm?/s), where viscous forces dominate, capillary forces become

negligible, and surfactants have a minimal impact on the flow pattern.
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Fig. 13. Effect of surfactants on pressure difference (4P), and invasion pattern for M = 3.47. In the presence of surfactants, wettability shifts from oil-wet to
water-wet, reducing the amount of trapped oil and increasing the effective capillary number. This leads to a higher final water saturation (0.65 compared to

0.358 without surfactants).
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Fig. 14. Effect of temperature-sensitive surfactants on the invasion pattern at M = 0.288, Q = 0.25cm’/s, and Q, = 0.01 W. The fingering pattern persists in
both water flooding and isothermal surfactant flooding (a, b) due to the dominance of viscous forces. However, with temperature-sensitive surfactants (c), the
invasion pattern improves, especially in the lower section of the network, leading to a 53.6% and 46.6% increase in network saturation compared to cases without

surfactants and with isothermal surfactants, respectively.

isothermal case. Therefore, the effect of heat rate on the displacement
pattern must be characterized.

Fig. 15 illustrates the invasion patterns across the pore network, pre-
sented as contours of temperature (top row) and contact angle (bottom
row) for applied heat rates of 0.01 W, 0.05 W, and 0.1 W. Breakthrough
(the moment the invading phase reaches the top boundary) can occur

even through a single advancing finger, and therefore may not be
distinctly observable in all patterns.

bo

As seen in the temperature distributions, the applied heat at the
ttom of the network raises the temperature of the throats near the

inlet (shown in red). As the heat propagates towards the network outlet,
the throat temperature decreases due to the outlet being maintained
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Fig. 15. Effect of applied heat rate on temperature, and contact angle distributions at M = 0.288 and Q = 0.25cm?/s. The first, and second rows show the
temperature, and contact angle distributions for heat rates of 0.01 W, 0.05 W, and 0.1 W. The temperature increases near the inlet and decreases toward the
outlet, while the contact angle decreases with rising temperature. Higher heat rates lead to reduced contact angles, increased saturation, and a shift from viscous
fingering to stable displacement. At 0.1 W, viscous fingering occurs near the inlet, transitioning to stable displacement toward the middle and outlet.

at ambient temperature (25 °C), establishing a vertical temperature
gradient. Since the contact angle is inversely related to temperature
(see Section 2), this gradient results in spatially varying wettability,
lower contact angles near the inlet and higher contact angles toward
the outlet. This controllable temperature-driven variation in contact
angle plays a central role in determining the local capillary pressure
and, consequently, the invasion dynamics.

In the contact angle distributions, black regions indicate throats
that are completely filled and lack a meniscus. As the applied heat
increases, the minimum contact angle in the network decreases sub-
stantially (by 73.6% from 0.01 W to 0.1 W), signifying a shift toward
more hydrophilic behavior near the heated inlet region. This spatial
variation in wettability directly influences the invasion pattern. At low
heat rates (0.01 W), the temperature and contact angle gradients are
concentrated near the inlet, and the network exhibits classic viscous
fingering characterized by broad fingers. The contact angle in these
regions remains well below 90°, sustaining high capillary pressures that
reinforce finger formation.

At an intermediate heat rate (0.05 W), the invasion pattern shifts
significantly. The contact angle in the network’s mid-region rises to
approximately 90°, reducing capillary pressure to near zero. This elim-
inates the capillary barriers that otherwise confine the invading fluid
to narrow pathways, enabling more uniform and stable displacement.
This transition from viscous fingering to stable displacement is a direct
consequence of the wettability modification caused by temperature-
sensitive surfactants. By tuning the contact angle via local heating,
it is possible to suppress fingering instabilities and promote stable
displacement patterns.

At the highest heat rate (0.1 W), however, a nonmonotonic behavior
is observed. The contact angle near the inlet drops to approximately
27°, drastically increasing local capillary pressure. This enhances vis-
cous fingering near the inlet, as water preferentially invades paths
of least resistance. However, further into the network, the contact
angle again approaches 90°, shifting the flow regime back to stable
displacement. Thus, the interplay between thermal input, wettability
variation, and invasion regime is clearly evident in Fig. 15.

Additionally, the transition from viscous fingering to stable displace-
ment increases the time required for invasion, allowing the temperature
gradient to distribute more uniformly throughout the network. This
uniformity is further supported by the lower effective thermal resis-
tance of throats with higher water saturation. In summary, the spatial
variation in contact angle which is driven by temperature gradients
enables dynamic control over local wettability. This control governs the
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flow regime transitions observed in the network, including suppression
or promotion of viscous fingering and the onset of stable displace-
ment. These findings highlight the potential of temperature-sensitive
surfactants to actively manipulate multiphase flow in porous media by
tailoring the local wetting properties of the system.

6. Conclusions

This study investigates the reversible switching of meniscus curva-
ture at surfactant-decorated oil-water interfaces, driven by
temperature-induced wettability changes. We developed a coupled
thermal/flow pore-scale model to capture this behavior, incorporat-
ing temperature-sensitive surfactants and varying temperatures. We
showed that temperature-induced wettability transitions can enhance
transport behavior in porous media and optimize flow processes in
various applications.

Two-phase flow simulations were conducted without thermal mod-
els or surfactants to investigate the impact of injection rate, and contact
angle on invasion patterns and network saturation. Results showed
that injection rate influences regime transitions, with higher rates
promoting viscous fingering and lower rates favoring capillary finger-
ing. Furthermore, the contact angle variation enables controlling the
capillary forces driving displacement. These findings underscore the
critical physical parameters in dictating the behavior of multiphase
flow systems.

Further, the simulations conducted in this study demonstrated the
significant role of surfactants in modifying flow patterns, pressure
evolution, and network saturation under varying conditions. For un-
favorable mobility ratios (M < 1), surfactants reduce capillary forces
by altering surface tension and contact angle, resulting in partial sta-
bilization of the invasion front and increased network saturation by
30%. Conversely, for favorable mobility ratios (M > 1), surfactants
enhance water saturation from 0.358 to 0.65 by shifting wettability and
increasing the effective capillary number. However, at high injection
rates, surfactants failed to mitigate extreme viscous fingering due to
the dominance of viscous forces.

Finally, the study investigates the effects of temperature-sensitive
surfactants on two-phase flow and thermal behavior in porous networks
under varying heat rates. Simulation results showed that temperature-
sensitive surfactants can effectively modify wettability and interfacial
tension, significantly influencing flow regimes. At high flow rates (Q =
0.25cm?/s), where viscous forces dominate, the surfactant temperature
sensitivity enables active control over the invasion pattern. Increasing
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heat rates enhances throat temperatures and reduces contact angles,
transitioning flow from viscous fingering to stable displacement. No-
tably, at the moderate heat rate (Q, = 0.05 W), the displacement pattern
stabilizes due to reduced capillary forces, promoting uniform saturation
which resulted in 31.2% increase in water saturation compared to the
low heat rate. However, excessive heating (Q, = 0.1 W) reintroduces fin-
gering near the inlet due to elevated capillary pressure. These findings
demonstrated that regime transitions in two-phase flow, traditionally
achieved by adjusting flow rate or fluid/substrate properties, can also
be induced through localized thermal control. By coupling thermal
actuation with surfactant-modified interfaces, our study provides a
reversible and practical method to tune displacement patterns and
enhance transport in porous media.
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